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Abstract

Computer Use Agents (CUAs) operate interfaces by pointing, click-
ing, and typing—mirroring interactions of sighted users (SUs) who
can thus monitor CUAs and share control. CUAs do not reflect
interactions by blind and low-vision users (BLVUs) who use assis-
tive technology (AT). BLVUs thus cannot easily collaborate with
CUAs. To characterize the accessibility gap of CUAs, we present
Al11y-CUA, a dataset of BLVUs and SUs performing 60 everyday
tasks with 40.4 hours and 158,325 events. Our dataset analysis re-
veals that our collected interaction traces quantitatively confirm
distinct interaction styles between SU and BLVU groups (mouse- vs.
keyboard-dominant) and demonstrate interaction diversity within
each group (sequential vs. shortcut navigation for BLVUs). We then
compare collected traces to state-of-the-art CUAs under default and
AT conditions (keyboard-only, magnifier). The default CUA exe-
cuted 78.3% of tasks successfully. But with the AT conditions, CUA’s
performance dropped to 41.67% and 28.3% with keyboard-only and
magnifier conditions respectively, and did not reflect nuances of
real AT use. With our open A11y-CUA dataset, we aim to promote
collaborative and accessible CUAs for everyone.
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1 Introduction

Recent advances in multimodal large language models have enabled
the development of computer use agents (CUAs) that interact with
computer applications to complete everyday tasks. CUAs such as
OpenAlr’s Operator [3], Anthropic’s Computer Use Tool [1], Mi-
crosoft Copilot [48], and Google DeepMind’s Project Astra [6] have
demonstrated this emerging capability. Given natural language in-
structions (e.g., “change the brightness of my computer to 50%” or
“book the cheapest round trip flight from Austin to New York from
September 2 to 4 on Expedia website”), CUAs interpret screen pixels
from screenshots [66, 72] and structural context such as DOM or
accessibility trees [64], in order to plan actions. They then per-
form low-level operations such as clicking, scrolling, and typing—
mirroring the computer use behavior of sighted users (SUs) [2]. SUs
can thus easily follow CUA interactions and flexibly trade control
when needed [22].

Current CUAs however, overlook interaction practices of blind
and low-vision users (BLVUs) who use assistive technologies (AT)
such as screen readers, magnifiers, or high contrast settings for
computer use. While prioritizing CUA interaction efficiency over AT
use can be beneficial when fully automating tasks, current CUAs still
frequently encounter errors [5, 22] and make choices that conflict
with user preferences [46] such that users need to observe and
understand CUA state [22, 46]. However, BLVUs receive minimal
accessible feedback from CUAs and thus cannot easily observe or
collaborate with CUAs in the same way as SUs. But, with the rise of
CUAgs, it is important to evaluate and improve their compatibility
with computer use for everyone—for example, screen reader users
should also be able to easily monitor agent interactions to prevent
potential errors or privacy risks, and magnification users should
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be able to hand off control efficiently even while they’re viewing
a magnified screen. Further, we envision CUAs may be used for
a broad range of downstream applications including personalized
task demonstrations, in-situ guidance, synthetic user testing [20], or
improving automated accessibility testing [58], all of which would
benefit from CUAs that can operate under AT constraints. Existing
benchmarks [21, 64, 72] and datasets [15, 16, 43, 62] overwhelmingly
reflect SU interaction behavior and are primarily web-based, leaving
a gap in understanding how CUAs perform in AT-mediated desktop
and cross-application environments. Identifying this gap requires
real-world data on BLVU computer use—yet, to our knowledge, no
such dataset currently exists.

To characterize the accessibility gap of CUAs, we introduce Ally-
CUA, a multimodal dataset of BLVUs and SUs completing 60 ev-
eryday computer tasks across desktop and web applications. The
dataset comprises 40.4 hours and 158,325 events collected from
16 participants (8 BLVUs, and 8 SUs). Our open-source computer
use recorder captures a dense, time-synchronized interaction his-
tory: screen video, system audio, OS-level input (keystrokes, mouse,
scroll), window/element context, accessibility settings, and peri-
odic UI Automation (UIA) snapshots (UI elements’ roles, names,
states). For the web, it additionally logs per-tab DOM, accessibility
tree, webpage metadata (URL, title), yielding replayable traces for
analysis and simulation.

Our dataset analysis reveals that A11y-CUA includes and quan-
tifies distinct interaction differences between SUs and BLVUs (i.e.,
SUs are mouse-dominant and BLVUs are keyboard-dominant) that
has been qualitatively established [11, 24, 61] by prior studies in
fewer task domains [10]. Our analysis also demonstrates that A11y-
CUA contains extensive within-group variations and recurring
strategies: within SU and BLVU groups, participants approach the
same task differently (e.g., using context-menu vs. shortcuts vs.
drag-and-drop for text editing in SUs; using sequential vs. shortcut
navigation in BLVUs). Both SUs and BLVUs try alternate interaction
methods to complete a task if the prior approach failed to work.

Our goal is to understand whether current CUAs, when con-
strained under AT conditions have the potential to assist BLVUs
for the tasks we envision. So, we evaluate how two general purpose
state-of-the-art models: a closed model (Claude Sonnet 4.5) and
an open model (Qwen3-VL-32B-Instruct) perform under default
and two AT conditions: (1) keyboard-only to approximate input
constraints in the workflow of BLVUs using screen readers and (2)
magnified viewport to approximate low vision users’ magnified
viewing constraints. Sonnet 4.5’s CUA under default condition suc-
cessfully completed 78.33% of the tasks in A11y-CUA, whereas its
performance drops to 41.67% when forced to use only keyboard and
to 28.33% when made to operate even with minimal magnifications
at 150% magnified viewport. Qwen3-VL model on the other hand,
successfully completed 20% of the tasks under default condition but
its performance sharply dropped to 0% under both AT conditions.
We characterize the accessibility gap in CUAs into perception, cog-
nitive, and action gaps. We release the interaction traces of SUs,
BLVUs, and CUAs along with our computer use recorder for sup-
porting future research!. Our work provides a foundation towards
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instruction, testing, and collaborative uses of CUAs. In summary,
our work makes the following contributions:

o A dataset of SUs, BLVUs, and CUAs performing 60 real-world
everyday computing tasks across desktop and web applica-
tions.

e A computer use recorder that captures and creates replayable
traces of real computer use.

e A comparative analysis of SU and BLVU interaction styles,
highlighting between-group and within-group variability.

e An evaluation of state-of-the-art CUAs under default and AT
(keyboard-only, magnified viewport) conditions, revealing
accessibility gaps in current CUAs.

2 Related Work

2.1 Computer Use Agents and Accessibility
Gaps

Computer Use Agents (CUAs), like Operator [3], Anthropic [1],
Copilot [48], and Project Astra [6] operate interfaces by pointing,
clicking, and typing, similar to how SUs interact with computer. For
example, in OpenAl Operator, users give natural language prompts,
the agent then takes a screenshot of the screen and determines
which actions to take based on the instruction. Because CUAs op-
erate visually, they are inherently "sighted", which allows sighted
users to easily collaborate with and oversee agent interactions.
However, this reliance on visual perception and mouse-based in-
teractions leaves a notable gap: CUAs have not been thoroughly
evaluated in accessibility contexts, such as navigation using screen
readers, where interaction is primarily keyboard-driven and when
providing visuals is not feasible to the BLVUs.

CUA performance has steadily improved on established bench-
marks [21, 64, 72]. According to OSWorld benchmark results [5],
state-of-the-art CUAs such as Claude Sonnet 4.5 by Anthropic [1]
have achieved up to 62.9% task success in general computer use.
These findings highlight the rapid progress of CUAs and promising
direction for computer use automation. Yet, benchmarks to date
focus exclusively on SU interactions style and do not capture the
practices of people using assistive technologies. As a result, the ac-
tual performance of CUAs in accessibility-mediated environments
remains unknown.

At present, no dataset exists that captures real-world interactions
of BLVUs to support benchmarking in accessibility contexts. We
build upon the foundational work of the existing datasets such as
Rico [15], the first large-scale mobile GUI video dataset; Android
in the Wild [47], which contains 715k episodes of sequential GUI
images; and other efforts spanning multi-platform analysis [12],
mobile interactions [34, 57, 59, 68], web-based GUIs [16, 30, 35, 37,
65, 72], and desktop GUIs [25, 36, 38, 42, 70, 71]. Our work fills this
critical gap by introducing a dataset that captures both BLVU and
SU performance across 60 everyday computer tasks, comprising
40.4 hours of interaction traces and over 158,325 actions.

Our dataset also extends prior approaches to evaluating agents
by grounding the evaluation in real-world data. For example, Park
et al. [45] assess generative agents using data from 1,000 real indi-
viduals. Natalie et al. [41] construct a dataset with 40 low-vision
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Figure 1: Illustrative example of interaction traces from SUs and BLVUs performing a task in the A11y-CUA dataset. SUs
complete the task primarily through mouse interactions, resulting in fewer steps to complete the tasks. In contrast, BLVUs use
keyboard navigation and screen reader feedback, which generally leads to longer interaction sequences.

individuals to evaluate VLM-based agents that simulate vision per-
ception under low-vision conditions. Proxona [13] generates agent
personas derived from real-world comments of content creators.
Similarly, Himélainen et al. [20] validate their LLM-generated syn-
thetic data by comparing it with real-world survey responses from
video game players. Our dataset comprises the interaction from 8
BLVUs performing the tasks in our controlled Windows environ-
ment with our custom recorder.

2.2 Computer Use of Blind and Low Vision
Users

Studies of BLVUs interacting with computers have examined several
specific interaction methods, including text entry [8, 17, 31, 53,
67, 69], as well as pointing, touching and selection [17, 27, 52]. A
substantial body of work also focuses on screen reader use [19,
23, 28, 33, 50, 51, 54, 55, 60], investigating aspects such as how
screen readers operate [23, 50, 51] and its integration with braille
displays [54] and other modalities (e.g., voice [60]). While valuable,
these studies typically isolate one modality rather than examining
the full range of interactions required to complete everyday tasks.
They also provide a limited insight into distinct interaction styles
between SUs and BLVUs, as well as variability within user groups.

Other works focus on task-based evaluations of web and applica-
tion use [10, 19, 32, 49]. For instance, Lazar et al. [32] documented
strategies BLVUs adopt to cope with slower input rates. While these
studies offer comprehensive evaluations of accessibility barriers,
they generally lack direct comparisons with SUs and focus primar-
ily on success rates, rather than unpacking the different strategies
and approaches that BLVUs use when operating computers.

Moving beyond specific interactions and task-based evaluation,
emerging work has begun to address a more higher-level evalua-
tion of computer interaction in accessibility contexts [29, 66], . For
example, Savant [29] leverages LLMs to unify and simplify screen
reader interactions so that the computer can perform a single ac-
tion. While Savant aims to automate parts of screen reader usage,
it is limited to single actions rather than handling continuous and
complex tasks like CUA in general. Despite prior work focusing
on computer interactions of BLVUs, no large-scale dataset has yet
been provided to capture their interaction practices and serve as a
benchmark to characterize the accessibility gap of CUAs.

Datasets have also been developed to study input performance
in accessibility research [18]. For example, Input Accessibility [18]
analyzed mouse and touchscreen interactions from over 700 partici-
pants across diverse ages and motor abilities. However, this dataset
is limited to four low-level interaction tasks, which are pointing,
dragging, crossing, and steering, rather than capturing a more high-
level task (e.g., "copy my speaking notes from MS Word to sticky notes
app."). To the best of our knowledge, no existing dataset systemati-
cally captures the high-level task interactions of BLVUs who rely
on assistive technologies such as screen readers.

Our work complements and extends these efforts by compiling
a dataset of both BLVU and SU interactions across real-world com-
puting tasks (e.g., browsing, document editing, system operations,
workflows, and media use). To support the multimodal require-
ments of CUA evaluation, our dataset is designed to be inherently
multimodal, comprising synchronized screen recordings, system
audio, OS window and element context, web DOM and accessibility
tree information, input events (e.g., keystrokes, mouse interactions,
hotkeys), Ul automation snapshots, and accessibility settings. This
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study further contrasts interaction styles between SU and BLVU
groups and highlights variability within each group.

3 Designing the A11y-CUA Dataset

Prior benchmarks of computer use evaluate agents and have ad-
vanced planning and UI grounding [16, 35, 38, 64, 72]. Our dataset
also targets everyday tasks with verifiable end states, but differs in
two ways: (1) it includes traces from both SUs and BLVUs, and (2) it
logs accessibility interactions (e.g., screen-reader announcements,
window/element context, magnification/zoom changes) alongside
standard Ul actions (keystrokes, mouse events, DOM events). These
additions enable us to analyze how BLVUs use AT, identify break-
downs, and benchmark agents on real tasks.

Prior work has evaluated CUAs on their ability to complete
everyday computing work [16, 64, 72]. To support comparable eval-
uation, we include routine activities that reflect real needs such as
browsing the web, editing documents, managing files, and adjusting
system settings. Each task is framed with context, and supporting re-
sources, to capture the reasoning behind a user’s path. We also cover
tasks supporting different interaction types such as pointing
and clicking, typing and shortcuts, search and navigation (headings/
landmarks), drag-and-drop, context menus, clipboard actions, text
editing, and timeline/media controls. This lets us compare strate-
gies across modalities (mouse, keyboard, screen reader commands,
magnifier) without forcing a single “right” path. Prior work shows
variation in screen reader strategies qualitatively, motivating this
breadth [24] We also cover tasks of varying complexity by includ-
ing both short, single-application but multi-step tasks (e.g., create
and rename a file) and longer, multi-application tasks (e.g., record
a demonstration of BODMAS rule on Calculator using Snipping
Tool and add it to PowerPoint). This supports understanding plan-
ning, error recovery, and long-horizon control seen in prior agent
benchmarks [16, 72]. Each task has a concrete, verifiable success
criteria (e.g., “file created and renamed to X”, “Word document set
to double-spaced”) to enable consistent human annotation on suc-
cess or failure and support execution-based evaluation, similar to
prior work [64]. Tasks are stated as high-level instructions rather
than as step-by-step instructions. This design supports natural vari-
ation in strategies (e.g. menu navigation vs. keyboard shortcuts;
visual search vs. in-page search), allowing us to capture different
paths to task completion both within and across SUs and BLVUs
groups for maximum coverage of interaction patterns. See Fig. 1
for the differences in interaction styles between SUs and BLVUs.

3.1 Data Collection Procedure

3.1.1 Tasks. To ground the tasks in real user needs, we drew tasks
from public “how-to” sources (e.g., help articles, tutorials) and com-
munity forums (e.g., discussions similar to Reddit or Stack Overflow)
and adapted those tasks so that each has a clear, verifiable end state.
We collected a total of 60 tasks that belong to five categories: web
& browsing, workflow, media, document editing, and system op-
erations, with 12 tasks in each category. To align these tasks with
prior work [64], we also integrated 15 OSWorld tasks (primarily
for Ubuntu OS) and adapted them for Windows. We deliberately
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excluded programming tasks in OSWorld to keep the dataset repre-
sentative of everyday computer use. We include multi-step, cross-
application workflow tasks to observe planning, inter-app hand-offs
(e.g., file saves, clipboard transfers), and small-error recovery capa-
bilities that stress both human performance and agent control (see
A4 for a full list of tasks in A11y-CUA dataset). Windows is the
most commonly used computer operating system for BLVUs as they
commonly use the AT applications it supports (NVDA, JAWS, Nar-
rator, ZoomText) [61]. It also exposes stable OS-level APIs (Win32
for input hooks and process/window introspection, and UI Automa-
tion (UIA) for control trees, roles, names, states, bounding boxes,
and focus/selection events), letting us record high-resolution, times-
tamped streams for mouse/keyboard, window focus, and UI state.
Our dataset uses widely used Windows applications: system util-
ities (File Explorer, Settings, Media Player) and third-party tools
(Chrome, Word, Excel). Tasks in the A11y-CUA dataset span differ-
ent complexity levels: 26 tasks require the use of one application, 27
require two, 6 require three, and 1 requires four. All of the tasks con-
sist of more than one step action. For every task, we provide a short
description for task context, task instruction, and end-state checks.
We also provide any supporting resources required to complete
the task (e.g., documents, media assets, URLSs, login credentials) in
the task instruction. We validated that every task is feasible in the
target environment using both mouse-driven and keyboard-centric
workflows, and we verified that our recorder consistently captured
the corresponding interactions when these tools are used. The tasks
chosen were complex enough to sufficiently show the accessibility
gap in the CUAs under AT conditions.

3.1.2  Participants. We recruited a total of 16 participants (8 SUs, 8
BLVUs) through our mailing list of previous study contacts, local
organizations, and snowball sampling. Participants ranged in age
from 20 to 60 years (SUs: u = 32.62, 0 = 11.83; BLVUs: = 31.0, 0 =
7.50). On average, SUs reported 20.25 years (o = 5.23) of experience
using computers, whereas BLVUs reported 18.75 years of experience
using computers (o = 6.92). BLVUs reported using screen readers
for an average of 14 years (o = 5.78). Refer to Table 3 for the full
list of all participants’ demographics.

In terms of everyday computer use, all participants engaged in
web browsing (e.g., Google Chrome, Edge), document editing (e.g.,
Microsoft Office, Google Workspace, Notepad), and messaging (e.g.,
WhatsApp). We also recruited one participant who used both a mag-
nifier and a screen reader. To simplify the analysis of BLVUs who
primarily use screen readers, we excluded this participant’s data
from the BLVU interaction analysis. However, their participation
motivated us to also evaluate CUA performance with a magnifier.

3.1.3 Method. We conducted data recording sessions using both
in-person and remote computer access. All BLVUs accessed the
research team’s laptops remotely through Team Viewer (N=6) or
JAWS Tandem (N=2). The laptop was equipped with JAWS and
NVDA screen readers. 3 SUs used TeamViewer to participate in
data recording sessions and the remaining 5 SUs completed them
in-person. All participants each completed all 60 tasks. At the start
of the session, SUs were given time to familiarize themselves with
the computer use recorder interface and the setup of the laptop
that they were accessing remotely or using in-person. Similarly,
BLVUs were given time to customize the assistive technologies on
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Category Task Context Task Instruction Applications  End State

Browsing and  I've been getting into cooking Visit walmart.com on Chrome. Search for ~ Chrome The webpage is showing

Web recently, so I've decided to upgrade  a frying pan, then click on the first product page of the pan with
my frying pan. product with a pan size of exactly 10 10 inches and the cart button

inches and add it to cart. has an additional item.

Media I want to make a new playlist to Create the playlist "Fun with Kids" on File Explorer, A new playlist called "Fun with
organize my music better. I want to  Media Player and add Task ID 76.mp3 in ~ Windows Kids" is created. Baby Shark
add "Baby Shark" video in my Documents > Task 76 folder to the playlist. Media Player song is added to the newly
playlist. created playlist.

Workflow I want to make a recorded Turn on screen recording using the Calculator, The recording of BODMAS
demonstration of a simple Snipping Tool. Open calculator app and Snipping Tool,  calculation is inserted in MS
calculation using BODMAS rule for  perform the calculation 26-12/2. Now clear ~MS PowerPoint ~ PowerPoint.
my school presentation. the calculator results and calculate

(26-12)/2. Stop the recording on Snipping
Tool. Insert this video in Task ID 61.pptx
in Documents > Task 61 folder.

Document I am tracking all the books I've read ~ Open Task ID 43.xlsx in Documents > File Explorer, A "Bar Chart" is added with the

Editing in an excel sheet. I have columns for  Task 43 folder, create a bar chart where MS Excel x-axis titled "Book Title", y-axis
"Book Title", "# Days to Finish", and  the x-axis is "Book Title" and the y-axis is titled "Days to Finish", and
"Rating (1-10)". I want to make a bar ~ the "Days to Finish". Change the title of chart titled "Summer Reading".
chart for how many days I took to the chart to "Summer Reading".
read all the books.

System I'm browsing on Chrome but it is Open Chrome and close the application Chrome, Task Chrome is closed and Task

Operations frozen. from Task Manager Manager Manager does not show active

Chrome application running.

Table 1: Sample tasks from our A11y-CUA dataset, which covers five categories of tasks including Browsing & Web, Media,
Workflow, Document Editing, and System Operations. Every task comes with the Task Context and Instruction that situate the
user and specify the required actions. Our tasks have a wide range of application scope, 26 tasks involve a single application,
and the remaining 34 tasks require two or more applications. To determine successful completion, each task is associated with
one or more End States that define the expected outcome.

Event Type  Source Triggers Fields Captured

mouse_click Desktop Mouse button pressed cursor, hovered element (UIA), application/window, timestamp
mouse_up Desktop Mouse button released cursor, hovered element (UIA), application/window, timestamp
mouse_move  Desktop Mouse moves (throttled to ~2Hz) delta, cursor position

scroll Desktop+Web  Mouse scroll event delta, direction

drag_drop Desktop If cursor moves >6px while button held  from/to apps + UIA targets, duration, slider value change (if applicable)
key_press Desktop+Web  Key pressed (non-modifiers only) normalized key name, modifiers, context, target element (UIA)
hotkey Desktop Modifiers + non-modifier combo string (e.g., Ctrl+C), classified intent (e.g., copy, paste, etc.)
input Web User types into an input field selector, element metadata

focus /blur  Web Focus changes target element selector + metadata

page Web On page load or URL change DOM + accessibility tree snapshot, tab ID

Table 2: List of event types, their sources, triggers, and fields captured by the computer use recorder.

the research team’s laptops until they felt comfortable with the
setup. Prior to adopting this hybrid setup, the research team veri-
fied that potential disruptions (e.g., latency) introduced by remote
access did not meaningfully affect the user experience. We asked
the participants to perform tasks on our laptops instead of their per-
sonal systems to ensure that (1) participants’ privacy was protected
and (2) all required applications and resources (e.g., pre-prepared
documents for document editing tasks) were available in a clean,
default environment. As the participants were working on the tasks,

our computer use recorder ran in the background to capture in-
teraction data during task execution. We kept task categories in a
fixed sequence for all participants as they introduced a difficulty
progression, but we randomized the task order within each cate-
gory for every participant. Participants could use search engines
to look up how to perform a task if needed. Throughout the study,
the researcher observed both groups of participants and recorded
task execution. Tasks were concluded when participants reached
the pre-defined end state or after approximately eight minutes. As
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# Years of Vision # Years # Years of
PID Age Gender Computer Use Impairment Onset AT Use AT Used PID Age Gender Computer Use
BLVU1 28 M 25 Congenital Since birth 10 JAWS, NVDA SU1 32 M 22
Glaucoma
BLVU2 20 M 10 Completely blind Since birth 10 NVDA, VoiceOver SU2 28 M 23
BLVU3 24 M 11 Completely blind Since birth 12 NVDA, JAWS SU3 60 M 28
BLVU4 34 M 19 Completely blind Since birth 8 Braille Display, NVDA SU4 31 F 20
BLVU5 31 M 25 Completely blind Since birth 12 NVDA, JAWS, Braille SU5 35 F 13
(left eye), Glaucoma Display
(right eye)
BLVU6 37 F 20 Completely blind Since birth 25 JAWS, VoiceOver, NVDA, | SU6 22 M 15
Narrator, Braille Display
BLVU7 44 M 25 Retinitis Pigmentosa 9 years old 20 JAWS, NVDA, VoiceOver, | SU7 24 F 16
Android TalkBack
BLVU8 30 F 15 Pathologic Myopia 2yearsold 15  JAWS, Braille Display, SU8 29 M 25
ZoomText

Table 3: Demographics of SUs and BLVUs (with assistive technology usage).

recording all 60 tasks took more than two hours, participants were
allowed to complete the study over multiple sessions to reduce
fatigue and maintain consistent performance. Our study proce-
dure has been approved by our university’s IRB and all participant
received USD 30 per hour for their participation.

3.2 Computer Use Recorder

To make real-world interaction data easier to collect and share, we
built a lightweight computer use recorder suitable for adoption in
other studies. It captures screen video, system audio, OS-level input
(keystrokes, mouse, scroll), window/element context, accessibility
settings, and periodic UIA snapshots (roles, names, states). For the
web, it additionally logs per-tab DOM, accessibility tree, webpage
metadata (URL, title). This combination yields human-interaction
traces well-suited to accessibility analysis and simulation, going
beyond OSWorld’s environment, which exposes screenshots and
optional accessibility trees to agents [64]. At a high level, the system
has two parts: (1) a local application logger that monitors desktop
interactions, accessibility settings, and UIA snapshots and coordi-
nates recording; and (2) a web logger server that receives structured
events from a Chrome extension, giving DOM-level and accessibil-
ity updates not visible at the OS layer. Together, these components
capture cross-application behavior across native Windows applica-
tions and the browser in a single, replayable log. Our computer use
recorder is open-source to support future work and can be easily
adapted to record similar traces for other AT setups, user groups,
and tasks, to enable broader accessibility-focused CUA studies.

3.2.1 Implementation. The local application logger is implemented
in Python tkinter library for GUI components and uses json
for loading tasks. The interface is built using tkinter and allows
users to select tasks from a pre-loaded JSON task list. Each task is
displayed in a modal dialog containing both a high-level context
and a concise instruction.

When the task is started, the local application logger first en-
forces a clean environment by closing all applications with visible
windows, except for a small whitelist to ensure the computer use

recorder is running as wanted (i.e., Python itself, the OBS recorder,
Windows Search Host, and File Explorer). This process is man-
aged using psutil for process inspection and pywin32 APIs for
window management. This ensures minimal background interfer-
ence and consistent logging conditions. In contrast, OSWorld typ-
ically resets VM state via snapshots in its DesktopEnv. Our pro-
cess/window-level cleanup achieves a similar “clean slate” while
running on a fixed Windows host.

Capturing Video & Audio. The local application logger
then initiates multimodal recording with OBS Studio [4]. Using
obsws_python (v5), the system connects to OBS Studio via its Web-
Socket API to begin synchronized capture of both the display and
system audio. The output is subsequently split using ffmpeg into
three separate streams: a full-resolution screen recording, an iso-
lated track of the system’s internal audio, and an optional micro-
phone channel. Microphone recordings, however, are excluded from
the dataset release in order to protect participants’ privacy. Along
with audio-visual recording, the logger continuously captures fine-
grained action events from local applications, incoming web events
from the Chrome extension, periodic accessibility settings snap-
shots, and UIA accessibility tree dumps. Actions from local applica-
tions are captured via the pynput library for mouse and keyboard
hooks, and uiautomation for accessibility tree queries. The local
application logger generates a metadata file for each task that links
together these heterogeneous logs, summarizing the applications
launched, the number and type of events recorded, and pointers to
the corresponding accessibility trees and replayable resources.

Recording Desktop Actions. The local application logger cap-
tures a detailed set of desktop interactions. Mouse actions include
mouse_click on button press, mouse_up on release, scroll with
direction and delta values, and drag_drop, which is synthesized at
mouse release if the pointer has moved > 6 pixels while a button
was held. Drag-and-drop actions store detailed contextual fields
such as source and destination application, window, and element
snapshots, along with pixel distance moved and interaction dura-
tion in milliseconds. Keyboard events are logged as key_press for
all non-pure modifier keys. Normalization is handled with Python’s
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Figure 2: Computer Use Recorder. The Local Application Logger runs the pipeline: it presents tasks, resets the environment,
records screen video and system audio, logs desktop actions, and receives web actions from a Chrome Extension through a
Flask web logger. All streams are aligned on a single timeline to produce synchronized outputs: task metadata, OS input actions,
screen video, system audio, OS window/element context, AT settings, UIA trees, and web DOM and accessibility tree events.

built-in keyboard utilities and mapped consistently using pynput’s
key constants. Key names are normalized (e.g., letters lowercased,
modifier keys standardized) and mapped across common classes
such as Ctrl/Alt/Shift, Windows keys, function keys, and arrows.
When a modifier is combined with a non-modifier, a hotkey event
is emitted, storing both the compact key combination (e.g., Ctrl+C)
and a classified intent where possible (e.g., copy, paste, save, open
new tab). Each event record includes a timestamp, process name,
window title, cursor position, focused element (via UIA name and
type), element under cursor (including bounding rectangle), win-
dow handle, process ID, window bounds, and window state (normal,
minimized, maximized). Refer to Table 2 for the list of all events the
computer use recorder captures. We selected these event types with
the goal to ensure that the logs were sufficient to fully reconstruct
a user’s interaction timeline, including timing, cursor trajectory,
on-screen state focus changes, and navigation between applications.
We then verified that this event set allows us to accurately replay
the recorded sessions. We omit interactions, like key releases, short
drags (<6 px) or unintentional micro-movements that provide no ad-
ditional information about a user’s interaction. mouse_move events
are still recorded at a throttled rate for trajectory reconstruction,
but are excluded from the mouse_actions count as they would can
inflate the totals.

Recording Web Actions. For web-based tasks, a Chrome ex-
tension injects a content script into each page and relays events
to the web application logger via the local flask server, since the
DOM and its accessibility tree run inside the browser’s sandboxed
renderer and OS-level APIs see only top-level UI (e.g., tabs, address
bar), missing in-page changes. Events such as input, focus, blur,
and page are recorded along with DOM metadata and accessibil-
ity tree snapshots. Page events are captured both at initial load
and upon each URL change, including a base64 snapshot of the
rendered DOM with inline styles. Each browser tab is assigned a

unique session ID and order index to maintain consistent logging
across multiple simultaneous tabs.

Capturing Accessibility Trees. Accessibility tree snapshots
are collected according to specific triggers using the uiautomation
package for UIA traversal and serialized into JSON with Python’s
built-in json module. A new tree is logged when focus shifts to a
different window surface, or when the existing tree has changed af-
ter a 15-second cooldown. These trees are stored as JSON files in the
task directory and referenced from the metadata file. System-wide
accessibility settings, such as whether a screen reader is running,
whether high contrast mode is enabled, and whether a magnifier is
active, are polled and diffed every second to capture state changes
over the course of task execution. This provides ground truth for
how accessibility features were configured at task onset and how
participants adapted them while working.

Synchronizing Streams. All data for a task is stored within a
dedicated folder structure under the participant’s identifier. This
includes audio-visual recordings, per-application JSON, web inter-
action logs, accessibility tree files, and the consolidated metadata
summary. Metadata files include task-level attributes (task ID, in-
struction, context, familiarity and difficulty ratings before and af-
ter, task success and failure reasons), session-level attributes (start
and end time, applications by order, output folder paths), and per-
application statistics (number of events, event breakdowns by type,
associated accessibility tree files). By aligning all data streams, our
computer use recorder produces synchronized human-interaction
traces that better support accessibility analysis, simulation, and
agent benchmarking than conventional agent-based logs.
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4 Analysis of Human Performance and
Behavior Across Sighted and Blind and
Low-Vision User Groups

We analyze the A11y-CUA dataset and summarize the dataset and
the behavioral characteristics it captures. We compare sighted users
(SUs) and blind and low-vision users (BLVUs) on both outcomes
and process: task success, completion time, and interaction mix
(mouse vs. keyboard, hotkeys, screen-reader navigation, magni-
fier behavior). We also examine within-group diversity, quantify-
ing variability and recurring strategies (e.g., Tab/Arrow “walkers”,
hotkey “jumpers”, mouse-dominant flows) using event-type mea-
sures.

4.1 Dataset Overview

A11y-CUA dataset contains a total of 158,325 events (44,409 from
SUs and 113,916 from BLVUs), including 24,927 mouse actions and
96,253 keyboard actions. Across all sessions, we collected 40.439
hours of recorded interactions from 16 participants (8 SUs, 8 BLVUs).
Overall, SUs completed tasks with an average of 92.35 seconds
(o = 78.05 seconds) and a success rate of 99.16%. In contrast, BLVUs
took an average of 211.18 seconds per task (¢ = 154.99 seconds)
with a success rate of 85%. In addition to capturing interactions (i.e.,
mouse and keyboard actions), events include app/tab focus changes,
window/element context, web navigation and DOM/accessibility
tree updates and accessibility-settings changes. We record partic-
ipants performing various types of actions such as mouse clicks,
drag-and-drops, hotkey presses, scrolls while completing the tasks.
We confirm that SUs show mouse-dominant interaction behaviors
(51.93 mouse actions per task compared to 21.06 keyboard actions
per task) in contrast to BLVUs, who use keyboard-only actions
(no mouse actions) for navigation and information finding (179.45
keyboard actions per task). Across task categories, success rates for
SUs range from 97.9% (Media) to 100% (Web & Browsing, System
Operations), while for BLVUs, they range from 65.62% (Workflow)
to 93.75% (System Operations).

4.2 Contrasting Sighted and Blind and
Low-Vision Users’ Interactions

Al11y-CUA reveals contrasts in how SUs and BLVUSs’ approach
common computer tasks. To understand the distinctness in their
interaction styles, we highlight the differences in SUs and BLVUs
approaches, speed, success, error recovery and time for task com-
pletion within and across both groups.

4.2.1 Task Completion Time & Speed of Action Execution. SUs com-
pleted tasks on an average of 92.35 seconds (¢ = 78.05 seconds)
by adopting point-and-click strategy. BLVUs on the other hand,
navigated interfaces sequentially using a screen reader resulting in
2.28x longer task completion time (u = 211.18, o = 154.99 seconds).
We conducted Mann-Whitney U test for significance testing and
obtained a statistically significant result (p < 0.0001,Z = 15.08).
BLVUs executed substantially more number of keyboard actions
per task (u = 179.45, 0 = 163.41) compared to SUs’ keyboard and
mouse actions (¢ = 72.99) combined per task, and this was a statisti-
cally significant result as well (p < 0.0001, Z = 13.84). Even though
BLVUs executed a much larger number of actions per task, their
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speed (0.85 actions per second) was only slightly higher compared
to SUs (0.79 actions per second) as BLVUs often paused to let the
screen reader’s audio output end to determine which window or Ul
element was in focus before proceeding. Both SUs and BLVUs com-
pleted System Operations tasks the fastest (SUs: u = 52.48, 0 = 42.85
seconds; BLVUs: y = 113.92, 0 = 97.24 seconds). These tasks typi-
cally involved a single application with straightforward navigation.
In contrast, Workflow tasks took the longest for both groups (SUs:
4 = 142.51,0 = 107.48 seconds; BLVUs: p = 296.86,0 = 152.91
seconds), as they required using two or more applications simul-
taneously or in sequence and included steps that are not visually
obvious and are nested. We observed that switching apps often
reset the focused element and navigation landmarks, so BLVUs
had to rebuild their context before continuing. Accordingly, BLVUs
show a wider spread in task-completion time (Fig. 8): variability is
small for System Operations (o = 97.24) and Media (o = 109.02),
but much larger for Document Editing (o = 141.9) and Workflow
(o = 152.9) categories, indicating greater coordination overhead.

4.2.2  Task Success Rates. Across the five categories, SUs succeeded
on 99.16% of tasks on average, but success rate dropped to 84.6% for
BLVUs and this was statistically significant (p < 0.0001, Fisher’s test).
The rare SU failures occurred when the required step was buried
in a non-obvious location. For example, SU2 knew PowerPoint
supported changing a slide’s orientation but could not locate the
control: SU2 looked for a slide-layout control under “Layout”, even
an app-wide Ctrl+F didn’t help because it was nested under “De-
sign” — “Slide Size” — “Custom Slide Size”. This reasoning extends
to BLVUs, with lower success particularly in Document Editing
(u = 87.5%) and Workflow (i = 65.6%) tasks (Figure 3). All 8 BLVU
participants did not complete the Workflow task which involved
selecting and recording a particular screen area (presentation-demo
scenario) and required using complex keyboard shortcuts, but these
were unfamiliar to them. However, all 8 SUs were able to success-
fully complete the same task by using drag-and-drop-action. Thus,
even though tasks in the A11y-CUA dataset are accessible and
achievable, these tasks demand substantially more time and effort
from BLVUs. From manual review of BLVUs’ recordings, we saw
a consistent verify-before-commit routine: in addition to wait-
ing for the screen reader to finish, they re-performed the target
action to confirm the outcome. This slowed progress but reduced
premature or incorrect actions. SUs, by contrast, rarely repeated
actions for confirmation and relied on immediate visual feedback.
We also observed that when one command path failed, BLVUs
tried workarounds to continue task execution. For example, in
a task involving Bookmarking a webpage, BLVUs cycled focus
with Tab/arrow or opened the context menu (Shift+F10) if tool-
bar buttons weren’t reachable. Sometimes when the hotkeys they
attempted did not work as expected, they tried alternate shortcut
sequences. This pattern also appeared in SUs: when a familiar/easy
route didn’t work, they tried a different path (toolbar vs. right-click
context menu), scanned neighboring icons in the applications to
locate the target control.

4.2.3  Input Modality and Navigation. We confirm that the inter-
action traces from SUs are mouse-dominant. SUs performed an
average of 51.93 mouse actions (o = 66.29), 13.52 scrolls (o = 53.85),
1.26 drag-and-drops (o = 2.56) and 21.06 key presses (o = 32.71).
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Figure 3: Task completion rates by task category for SUs, BLVUs, and three CUA configurations (Default-CUA, SR-CUA,
Magnifier-CUA) with Claude Sonnet 4.5 model. SUs complete nearly all tasks across categories, while BLVUs show slightly
lower success rates: especially for workflow tasks. Default-CUA reaches moderate performance, approaching BLVUs for web
& browsing, system operations, and media, but falls further behind on document editing and workflow tasks. SR-CUA and
Magnifier-CUA perform substantially worse overall, with particularly low completion rates on workflow and media tasks.
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Figure 4: Per-task completion times across 60 tasks. Each marker is one participantxtask; orange symbols denote sighted users
(SU1-SUS8) and blue symbols denote blind and low-vision users (BLVU1-BLVUS). Tasks are grouped by category along the
x-axis (vertical dividers). SUs complete most tasks quickly with a tighter spread (often <150 s), whereas BLVUs show higher
median and greater variance, especially in Document Editing, Workflow and Media categories. The wide dispersion within

both groups shows substantial within-group strategy differences.

BLVUs traces, in contrast, are keyboard-dominant. BLVUs inter-
actions averaged 179.45 key presses (o = 163.41) and 13.63 hotkey
activations (o = 25.41) per task with no mouse interactions. Ar-
row keys (including Tab presses) accounted for a large fraction of
their keystroke activity (72.23%), indicating that BLVUs spent a
large share of their time navigating and moving focus to the target
Ul element than acting on controls. Repeated keypresses of Tab
or arrow keys inflated action counts, since navigation required
serial exploration, retries, and backtracking across multiple UI ele-
ments. In addition, BLVUs also made certain workflows efficient
via heavy hotkey use (7.5% of total keyboard actions on average),
particularly in document editing (10.7%) and workflow tasks (11.3%)
as compared to other (web: 5.1%, system operations: 3.1%, media:
2.9%) categories. Modifier-specific hotkeys expose distinct func-
tionalities. BLVUs use more Ctr1/Alt/Win/Shift hotkeys across
categories: Ctrl to jump or edit text (e.g., Ctr1+L/F/C/V), Alt to

navigate announced menus/ribbons or switch tasks, Win to open
OS functions and recover focus (Win+I/E/R, Win+1-9), and Shift
for reverse-tabbing and precise range selection. SUs rarely used
Alt/Win/Shift (0.18% of total keyboard actions). SUs could visu-
ally “skip” irrelevant items and move directly to the target with a
single mouse click. Additionally, SUs tend to use keystrokes pri-
marily tasks involving web browsing (0.6:1 keyboard to mouse
actions ratio) or editing a document (0.7:1 keyboard to mouse ac-
tions ratio) as they naturally involve typing (e.g., form-filling, URLs,
search queries, drafting a document) compared to tasks in system
operations (0.13:1 keyboard to mouse actions ratio), media (0.25:1
keyboard to mouse actions ratio) or workflow (0.29:1 keyboard to
mouse actions ratio) categories.
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that require it.

4.3 Interaction Diversity within Sighted and
Blind and Low-Vision User Groups

We observed that participants in the same group often completed
the same task in different ways. In this section we examine within-
group variation: how SUs and BLVUs differ from one another within
their own groups. We define “interaction method” along three di-
mensions (i) action mix (e.g., mouse input, character input, navi-
gation via tabbing, and hotkeys), (ii) tempo (time per action), and
(iii) navigation structure (e.g., point-and-click, shortcuts, menu tra-
versal, or search-first strategies). The following subsections ground
these patterns with per-user, per-task examples drawn from our
logs in A11y-CUA dataset.

4.3.1 Sighted Users (SUs). SUs complete tasks with a mixture of
pointing-clicking and typing. Their main within-group difference is
mouse-first versus shortcut-friendly behavior, with a few users mix-
ing both. For instance, the same shopping task (task 4: adding a 10
inch frying pan to cart on walmart. com) shows three distinct styles.
SU2 uses typed targeting with a few precise clicks (35.4 seconds, 40
actions, 83% keyboard, 18% mouse, tempo =~ 0.89 seconds/action)
minimizing steps by jumping directly to search and filters. SU6
uses browsing and scrolling (94.0 s, 291 actions, 6% keyboard, 94%
mouse, tempo = 0.32 seconds/action) executing each action quickly
but accumulating many more of them. SU3 uses a hybrid approach
(68.8 seconds, 61 actions, 56% keyboard, 44% mouse, ~ 1.13 sec-
onds/action). The within-SU group variation is more evident when
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menus are involved for task completion, users either navigate visu-
ally with the mouse or stitch in shortcuts. We see a clear contrast
between drag-and-drop and a non-drag menu path in a Systems
Operation task of moving a file from one folder to another. SU3
completes the move with a single drag (26.0 seconds, 10 actions, 0%
keyboard, 100% mouse, tempo ~ 2.60 seconds/action) and SU8 does
similarly (26.0 seconds, 14 actions, 0% keyboard, 100% mouse, tempo
~ 1.86 seconds/action). By comparison, SU2 skips dragging and uses
a sequence of clicks/menus (21.3 seconds, 14 actions, 14% keyboard,
86% mouse, 1.52 seconds/action) beating the drag-and-drop times.
In the Workflow task requiring users to copy text from Word to the
Notes section in PowerPoint (task 37) shows mouse-dominant flows
with a few hotkeys: SU2 (104.9 seconds, 10 keyboard + 91 mouse
actions), SU6 (130.0 seconds, 3 keyboard + 62 mouse actions), SU8
(72.7 seconds, 11 keyboard + 50 mouse actions). Across applications,
SUs mainly point and click, using small bursts of hotkeys (Ctrl+C/V,
Alt+Tab) when convenient. Tasks like “Change the video speed”
(task 49) and “Fast-forward a video by 30 seconds” (task 48) are
uniformly pointer-centric (e.g., SU6: 57.9 seconds, 23 mouse actions;
SU2: 31.7 seconds, 4 keyboard + 20 mouse actions). Variation exists
but is smaller than in Browsing and Workflow tasks because the UI
exposes direct, visible controls.

4.3.2 Blind and Low-Vision Users (BLVUs). BLVUs complete the
same goals with different keyboard-based methods as they pair
screen-reader feedback with distinct navigation methods they’ve
learned over time. We describe three recurring methods: walking
(Tab/Arrow step-by-step), chunk-jumping (Ctrl/Shift shortcuts
that act on larger units or jump to targets), and ribbon/OS routes
(ALt/Win menus and system dialogs). We demonstrate the within-
group differences in interaction for BLVUs using Web & Browsing,
Document Editing, and Workflow tasks where we observe maxi-
mum variance in the input keyboard actions. For Web & Browsing
tasks, the BLVU group splits into search-first versus navigation-
first behaviors. For example, for a task requiring participants to
find a specific information on a webpage (task 4), BLVU1 uses a
compact search pattern using Ctrl+L/F (237.13 seconds, 64 actions
tempo ~ 3.70 seconds/action, longer confirmation per step but very
few steps). In contrast, BLVU6 walks in smaller increments (76.86
seconds, 77 actions, tempo =~ 0.99 seconds/action), trading more
steps for continuous feedback. The same split scales up on multi-
step flows. For a web task which needed participants to log into
target.com website and modify a user profile (task 5), BLVU8
walks extensively (700.72 seconds, 479 actions; 80% navigation),
while BLVU2 proceeded to login page quickly (296.70 seconds, 298
actions; 50% characters keys, 36% navigation keys, 26% hotkeys).
For tasks in Document Editing category such as creating a chart in
Excel (task 30), BLVU1 relied on walking with periodic hotkeys use
(703.4 seconds, 598 actions; 408 navigation steps, 134 hotkeys), while
BLVUS uses ribbon/selection sequences (473.7 seconds, 245 actions;
113 hotkeys with prominent A1t/Shift usage). Word document
formatting task (task 36) shows a clean chunk-jumping example
of B1 using many Ctrl sequences (244.7 seconds, 448 actions; 211
hotkeys, Ctrl=210 actions), whereas BLVU7 succeeds with very few
decisive steps (79.3 seconds, 39 actions). Thus, when tasks involve
menus, ribbons, or other structured content, the method a user
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chooses (walking, chunk-jumping, or ribbon routes) largely deter-
mines how many operations are needed and, in turn, drives the
wide variation in completion times.

Workflow tasks needed users to coordinate across applications.
A task on extracting text from an image (task 46), surfaced three
BLVU routes. BLVU2 worked with Win-key launches/toggles (432.5
seconds, 179 actions; Win=63), BLVU7 runs Ctrl-centric cycles for
selection/transfer (311.3 seconds, 315 actions; Ctrl=142) but is un-
successful, and BLVUS primarily walks the UI (450.0 s, 475 actions;
95% navigation) successfully. Creating a desktop shortcut shows
similar diversity: BLVUS5 completed the task with a short, direct
path (208.8 seconds, 192 actions), while BLVU3 used Alt/ribbon
menus across apps (547.4 seconds, 337 actions; Alt=139), indicating
that when workflows span tools, A1t/Win use rises for launching
applications and navigating menus. Modifier patterns make these
methods visible in logs (Ctrl/Shift for chunk-jumping, A1t/Win
for menus/OS, Tab/Arrow keys for “walking”), providing a clear
and comparable way to describe within-group diversity.

5 Analysis of CUA Performance and Behavior
Across Assistive Technology Conditions

Our goal is to analyze how state-of-the-art CUAs perform everyday

desktop and web tasks under conditions that mirror both sighted

use (default) and AT use (screen reader and magnifier) and their
readiness to assist users, BLVUs in particular. We ask the following
research questions,

RQ1. How does success rate and completion time vary for CUAs
under default and AT conditions?

RQ2. How do action-space limits (keyboard-only, no mouse) and
input-space limits (restricted magnified viewport) change
agent behavior?

RQ3. How closely do agent traces under each condition match
SUs and BLVUs?

5.1 CUA Conditions

Claude Sonnet 4.5 is the best general purpose model currently
for computer use as listed on OSWorld-Verified [5] leaderboard.
It successfully completes 58.1% and 62.9% of the tasks on the OS-
World benchmark in 50 and 100 steps, respectively. Among the
open source general models, Qwen3-VL series is also among the
top with a 41.4% success rate at 100 steps. Therefore, we evaluate
Anthropic’s claude-sonnet-4-5-20250929 and Alibaba Cloud’s
gwen3-v1-32b-instruct models on our A11y-CUA dataset under
three conditions that mirror common usage patterns for sighted
and AT (screen reader and magnifier) users. We cap the CUAs at 50
steps for the default condition and 100 steps for the AT conditions
to match the OSWorld setting. These numbers also approximately
mirror the observed SU-BLVU action ratio in our dataset while pre-
venting accidental cost blow-ups. Each CUA is given the same task
context and instructions as the participants to match task condi-
tions. We define the CUA’s input space (what it can see on screen)
and action space (what actions are allowed) for each of the three
conditions,
(1) Default-CUA. Uses both keyboard and mouse and views
the full desktop at standard scaling. The CUA follows an in-
cremental loop: outline a 1-3 step plan, request a screenshot
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Participants Claude Sonnet 4.5 Qwen3-VL-32B-Instruct
SUs BLVUs Default-CUA ~ SR-CUA  Magnifier-CUA | Default-CUA ~ SR-CUA  Magnifier-CUA
u o I o 7 o 7 o I o ] o 7 o 7 o
Task Success Rate (%) 99.1% 84.6% 78.3% 41.6% 28.3% 20.0% 0.0% 0.0%

Task Duration (s) 923 78.0 211.1 1549|3248 160.5 650.9 341.8 1072.2 337.9 1349 20.0 5849 214.7 257.2 1453

# Applications 2.2 0.0 2.2 0.7 2.2 1.0 2.2 0.9 3.4 14 2.08 0.9 0.7 0.6 0.8 1.0
# Events 92.5 104.6 237.3 224.0 | 110.0 2789 281.7 3059 335.6 347.7 |146.78 1655 67.4 102.1 77.7 88.8
# Mouse Actions 519 663 0.0 0.0 | 376 18.6 - - 64.6 23.6 833 309 - - 67.6 81.8
# Mouse up 18.0 158 0.0 0.0 16.7 8.8 - - 26.8 10.6 404 164 - - 30.7 38.8

# Mouse click 19.0 1741 0.0 0.0 18.0 9.3 - - 31.4 11.7 41.6 155 - - 36.8 44.2

# Scroll 135 538 0.0 0.0 6.3 59 - - 0.0 0.5 0.4 1.9 - - 0.0 0.0

# Drag-and-drop 1.2 2.5 0.0 0.0 0.0 0.4 - - 0.0 0.5 0.7 5.5 - - 0.0 0.0
# Keyboard Actions 21.0 327 1794 1634 | 67.1 2587 210.6 230.9 241.8 2925 55.2 1731 16.6 39.1 4.45 19.8
# Character Keys 14.6  23.6 36.1 415 | 446 146.1 125.6 1455 150.0 180.8 46.1 1542 1.1 39 1.6 12.9

# Arrow keys 55 129 129.6 1433 | 225 1137 779 1153 83.6 113.7 8.8 204 20 123 0.0 0.0
# Hotkeys 0.8 23 136 254 | 0.0 0.0 7.0 5.3 8.1 4.1 0.3 25 134 332 27 153
# Ctrl-based 0.7 22 100 221 0.0 0.0 4.1 33 2.5 3.5 0.3 2.5 20 124 1.6 12.6

# Alt-based 0.0 1.5 29 106 | 0.0 0.0 2.5 2.9 3.2 3.0 3.2 3.0 129 332 00 0.0

# Win-based 0.0 0.1 0.9 4.7 0.0 0.0 0.5 0.7 13 14 0.0 0.0 0.0 0.0 1.1 8.9

# Shift-based 0.0 0.1 1.4 7.3 0.0 0.0 0.3 0.7 0.2 0.6 0.0 0.0 0.4 3.2 0.0 0.0

Table 4: Per-task metrics for participants (SUs, BLVUs) and CUA conditions for Claude Sonnet 4.5 and Qwen3-VL-32B-Instruct
models. Default-CUA, SR-CUA, and Magnifier-CUA are evaluated at 50, 100, and 100 steps respectively. Values are mean (y) and

standard deviation (o).

as the first tool action, execute one action, then request the
next screenshot (see full prompt in ??).

(2) Screen-Reader-CUA. Operates with a keyboard-only ac-
tion space and disables mouse actions to mirror screen-reader
use. The SR-CUA still views the full desktop context that is
available to the default-CUA while the NVDA screen reader
runs. We prompt the SR-CUA to assist a blind user and to
complete all operations using keystrokes (see full prompt
in ??).

(3) Magnifier-CUA. Uses keyboard and mouse but sees a 150%
magnified viewport. The magnifier limits visible context to
the CUA and increases panning and scrolling. We prompt the
Magnifier-CUA to assist a low-vision user working within a
limited field of view (see full prompt in ??).

The approximate cost of running Claude Sonnet 4.5 for the three
conditions was $3060 with 28 hours of execution time. Running
Qwen3-VL-32B-Instruct’s CUA for default and AT conditions did
not incur any cost as we hosted it on our lab servers (two units
of NVIDIA RTX 6000 ADA GPU). The execution time was around
16 hours for Qwen3-VL. We automate the data collection of CUA
execution for all the tasks. However, we manually evaluated the
CUA recordings for error analysis and to determine task success
based on applications opened and whether the end state is reached
in the visible viewport, which took around 4 hours in total for all
models and conditions.

5.2 CUA Behavior Across Conditions (Default,
Keyboard-Only, Magnifier)

5.2.1 Task Success Rate. Among the 60 tasks in the A11y-CUA
dataset, Sonnet 4.5’s default-CUA is the only agent with broad cov-
erage. The default-CUA has a significantly higher overall average

task success rate of 78.33% as compared to SR-CUA (41.67%) and
magnifier-CUA (28.33%). The default-CUA performs successfully
on web & browsing (83.33%), system operations (100%), and me-
dia (66.66%) tasks but shows lower success on document editing
(66.66%), and particularly workflow tasks (58.33%). The SR-CUA
(keyboard-only, no mouse) performs best on system operation tasks
(75%), followed by document editing (58.33%), web browsing tasks
(50%), but at a substantially lower success rate than default-CUA.
SR-CUA performance drops sharply for workflow (16.66%) and me-
dia (8.33%) tasks. Magnifier-CUA successfully completed one task
each in Web & Browsing and Workflow categories and failed on
all the other tasks. On the other hand, Qwen3-VL’s default-CUA
achieves a task success rate of 20% and fails on all tasks under
SR-CUA and magnifier-CUA conditions. Since Claude’s Sonnet 4.5
shows a wide performance gap, we discuss results and observations
in the following sections. We report the quantitative analysis of
Qwen3-VL model’s performance for tasks in A11y-CUA dataset in
Table 4.

5.2.2  Task Completion Time & Speed. In addition to higher success
rates, the Sonnet 4.5’s default-CUA also recorded a lower task com-
pletion time of 324.87 seconds (o = 160.57 seconds) with an average
speed of 0.34 actions per second. SR-CUA took 2x times longer per
task (¢ = 650.91,0 = 341.84 seconds) but operated with slightly
higher speed (1 = 0.32 actions per second). Default-CUA can point-
and-click visible controls, while SR-CUA must step through long
Tab/Arrow sequences to reach the same targets, requiring longer
time. The magnifier-CUA also had a much longer average task com-
pletion time (¢ = 1072.20, 0 = 337.90 seconds) as compared to the
default-CUA. Magnifier-CUA executed actions at a speed of 0.28
actions per second, lesser than SR-CUA.
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5.2.3 Interaction Methods. On an average, the number of mouse
and keyboard actions combined per task is the highest with
magnifier-CUA (305.51 actions), followed by SR-CUA (keyboard-
only, 210.61 actions) and then default-CUA (104.8 actions) for Sonnet
4.5. For the same tasks, the SR-CUA performs significantly more
number of arrow actions per total task actions (51.9%) than default-
CUA (21.46%) or magnifier-CUA (27.30%) indicating extra naviga-
tion steps and retries (e.g., cycling between panes, re-focusing input
fields). Default-CUA reaches the goal with fewer steps with typically
short sequences of mouse clicks. Default-CUA never used drag-and-
drop and never invoked any of the hotkeys (e.g., Ctr1+L/F/V) dur-
ing any of the tasks. It instead relied on pointing to menu items and
toolbar buttons. Magnifier-CUA did attempt drag-and-drop action
once but failed. Magnifier-CUA also shows similar hotkey interac-
tions behavior as SR-CUA despite being able to use mouse actions.
Magnifier-CUA used Win+R hotkey activations (i = 1.36, 0 = 1.47)
more frequently compared to SR-CUA (y = 0.5, 0 = 0.72) to open
applications needed for the tasks using Run program. We observed
that Sonnet 4.5 often completed tasks from the command prompt
itself, instead of navigating to and opening the specified folder
where the task resource existed and then taking relevant actions
for task completion.

5.2.4 Failure Modes. A recurring failure across tasks for all three
agents was completing every intermediate step but omitting the
final confirming action (e.g., exporting to PDF without clicking
“Save”, or changing a setting without clicking “Apply”/“Done”).
This pattern suggests weak end-of-task validation and missing
explicit success checks. Because the environment started each run
with all applications closed, SR-CUA often struggled to locate the
required documents. On many tasks, both SR-CUA and Magnifier-
CUA eventually found the document but stopped there, implicitly
treating “locate file” as the goal rather than proceeding with the
required operation. Magnifier-CUA frequently used character entry
in File Explorer to jump to paths. Default-CUA often failed when the
next action depended on non-visible state or controls buried in sub-
menus (e.g., selecting a theme inside PowerPoint’s Design gallery,
changing a setting in a second-level Settings pane, or revealing a
media player menu hidden by an overlay). In these cases it clicked
near the target but struggled to reach the specific nested control,
or acted with the wrong selection. Qwen3-VL performed extremely
poorly under the SR-CUA condition, yielding a 0% success rate. The
primary source of failure was the agent’s repeated use of Alt+Tab
to cycle through application windows in an attempt to locate the
target application, which was never successfully identified. Qwen’s
Magnifier-CUA also achieved a 0% success rate with the model
consistently producing incorrect coordinates: rather than clicking
within the magnified viewport, it generated coordinates relative to
the full-screen viewport. This mismatch led to systematic misclicks
and task failures.

5.3 Comparing CUA Interactions to Sighted and
Blind and Low-Vision Users Workflows

5.3.1 Sighted Users vs. Default-CUA. Default-CUA is much less
successful than SUs (78.33% vs. 99.1%) and takes more than thrice as
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long per task on average (default-CUA: y = 324.87.7, o = 160.57 sec-
onds vs. SUs: p = 92.3, 0 = 78.0 seconds). Default-CUA executes ap-
proximately 1.4x more total mouse and keyboard actions combined
(u = 104.83) compared to SUs (u = 72.9) per task. The input mix
also diverges: SUs show mouse-dominant behavior (52.89 mouse
actions vs 21.0 keyboard actions per task) with routine scrolling
(13.5 per task) and some drag-and-drop (1.2 per task), whereas
default-CUA performs much fewer mouse actions (37.6 per task)
and scrolling (2.8 per task), and almost never uses drag-and-drop.
SUs occasionally used Ctrl based hotkeys (u = 0.7, o = 2.2 actions
per task) to copy/cut/paste text/files, but default-CUA uses none.
Default-CUA tends to type text manually (e.g., long URLs), making
character keystrokes nearly half of total actions (42.5%), whereas
SUs usually copy and paste wherever possible. Thus, the default-
CUA only partially resembles sighted behavior in that it points and
clicks visible controls, but it avoids efficient moves that SUs use
such as drag-and-drop, scrolling to reveal context, and hotkeys and
instead uses longer, more keyboard-centric paths. The task success
rate of default-CUA is similar to BLVUs The performance gap be-
tween default-CUA and BLVUs is comparable for web & browsing
(default-CUA: 83.33%, BLVUs: 92.70%), system operations (default-
CUA: 100%, BLVUs: 93.75%), document editing (default-CUA: 66.6%,
BLVUs: 58.3%), and media (default-CUA: 83.33%, BLVUs: 83.33%)
tasks, but the gap increasingly widens for workflow (default-CUA:
33.33%, BLVUs: 65.62%) tasks.

5.3.2  Blind and Low-Vision Users vs. Screen-Reader-CUA. SR-CUA
diverges sharply from workflows of BLVUs who use screen readers
for assisting them. BLVUs succeed on most tasks (86.9% task success)
and complete them in 211.1 seconds (o = 154.9) on average, while
SR-CUA succeeds on only 41.67% and takes 650.9 seconds (¢ =
341.8). Compared to BLVUs, SR-CUAs also generate similar number
of total events (1.18x), produce fewer arrow-key actions (0.60x),
and substantially lower hotkeys (0.51x) but higher character keys
(3.45x) per task. We observed that for tasks involving compressing
a folder, changing a file format, navigating to certain URL on the
web, Sonnet 4.5 executed long text commands to complete the tasks,
differing from the interaction style of BLVUs who first navigate to
a specified location and then explore options for task completion.
We also observed that when an incorrect action occurs, BLVUs
tried to repair in-place by re-selecting the intended item, or re-
doing the most recent step for confirmation, and then continued
from the current state. In contrast, the SR-CUA rarely perform
minimal repair, they often replayed long navigation sequences or
restarted the flow to re-establish context, which increased both the
number of actions and the total completion time. While BLVUs
look for explicit confirmations (“Saved”, “Submitted”, “Added to
cart”) for ensuring task completion, SR-CUA often completed the
intermediate steps but omitted the final confirmation (not pressing
Save/Submit), and stopped. In addition, BLVUs regularly confirm
which window or pane is active (visual highlight spoken focus)
before acting. However, we observed that SR-CUA lacked robust
focus tracking, so after a dialog or overlay, they often continued
issuing commands to the wrong application context.
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6 Discussion

Our study aims to characterize the accessibility gap of CUAs by
building a dataset of BLVUs and SUs performing 60 everyday tasks,
comprising over 40+ hours of interaction traces and more than
158k+ events. Analysis of this dataset reveals distinct interaction
patterns between SUs and BLVUs, as well as variability in strate-
gies. For example, SUs may rely on context menus, shortcuts, or
drag-and-drop actions, while BLVUs primarily use sequential nav-
igation and keyboard shortcuts. Our evaluation of Sonnet 4.5’s
CUAs on these tasks shows that CUAs operating with screen read-
ers perform poorly, completing only 41.67% of tasks, whereas the
default-CUA achieves a 78.33% success rate. These findings, along
with our dataset construction process, highlight both the limitations
of current CUAs under different assistive technology conditions
and the challenges involved in collecting the A11y-CUA dataset.
Ultimately, our work moves toward developing CUAs that are more
accessibility-aware. We elaborate on these insights below.

6.1 Limitations of CUAs under AT Conditions

Across default-CUA and SR-CUA, we observed a consistent pattern:
agents could complete straightforward, single-application tasks
but became brittle in longer workflows, echoing the findings of
prior works, such as [56, 64]. For example, all three successfully
completed the task of bookmarking the Facebook homepage. In
contrast, multi-app tasks often stalled after finishing steps in one
application without reliably handing off to the next. For instance,
all three CUAs failed in a task that required them to make a list of
popular books from Wikipedia in an Excel sheet. The default-CUA
opens the right webpage on Chrome, but fails to copy-paste data
into Excel. Even though SR-CUA ran with NVDA on and could see
focus regions, it could not use the screen reader feedback or access
the rich accessibility tree that BLVUSs work with. Lacking those cues,
it frequently mistimed actions around dialogs and status changes.
Providing SR-CUA with a list of task-relevant hotkeys led to a small
improvement in success (16.66%), but variability remained high (we
discuss these results in A.5).

The Magnifier-CUA had a perceptual gap in that magnifica-
tion narrowed its viewport, so controls were often just off-screen,
prompting frequent re-centering maneuvers (e.g., repeated Win+R
to open applications). Even when the correct File Explorer window
and folder were visible, it re-typed the path into the address bar,
failed to commit the navigation, and quit, indicating an action gap.
We also observed a cognitive gap: when stuck on a zoomed-in re-
gion, it failed to infer where the desired target lay relative to the
current view and thus didn’t choose an effective pan direction.

These cases point to three gaps. The perceptual gap arises
when agents cannot access the same signals that users perceive
(e. g., screen reader announcements, ARIA state changes, or content
off-viewport under magnification). The cognitive gap appears as
weak tracking of task state and goal completion across steps and
applications. The action gap shows up as under-use of robust input
methods (hotkeys), fragile drag-and-drop, and failing to execute
reliable “finish moves” in the right context. Future work should
run further ablations to isolate causes: add an AT-synchronized
perception feed (screen-reader output and accessibility tree input),
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switch between hotkey-first and scroll-first plans, vary magnifica-
tion and SR speech rate, and separately test perception vs. execution
by replaying identical plans with and without AT signals. Measur-
ing the fraction of actions spent on recovery (retries, backtracks,
re-focusing) could also clarify where each CUA loses time and why.

6.2 Challenges in Collecting the A11y-CUA
Dataset

Our study procedure highlights the trade-off between maintaining
participant privacy and capturing participants’ real-world acces-
sibility practices. We chose a controlled setup (i.e., participants
remotely controlled our laptop) to minimize any compromise on
participants’ personal information, to standardize application con-
figurations, and to reduce the burden of installing our custom
recorder on participants’ personal computers. However, this design
choice surfaces challenges in replicating participants’ authentic
accessibility setups and added study.

All participants were given time to configure their screen read-
ers in our computer environment, and they confirmed that the
setup was generally similar to their home configurations. However,
some personal customizations, such as personalized hotkeys or
braille display settings, were not fully transferred to our computer.
In a few cases (N = 2 out of 8), participants initially attempted
to use their custom shortcuts, but our system did not respond as
expected, leading to errors or extra steps. They then switched to
more traditional ways and abandoned the custom shortcuts. Al-
though we considered importing configurations via built-in screen
reader export features, compatibility issues and participants’ lim-
ited knowledge of their own setups made the process not always
possible. Despite these challenges, such issues were rare long-tail
cases; most participants did not encounter them and all of them
were still interact with computers using common hotkeys as shown
in our result in Section 4.3.2. We highlight these edge cases to un-
derscore the importance of smoother screen reader configuration
processes for future data collection. Future work should explore
privacy-preserving approaches that can effectively replicate partic-
ipants’ personal environments. One possible direction is to design
sandbox systems that act as secure environment and can seamlessly
replicate screen reader or accessibility settings from the participants
computer.

Our data collection used closed-source Windows applications
(e.g., MS Office, JAWS), which may introduce additional costs and
limit accessibility for those who would like to replicate our setup.
In addition, our study focused on close-ended tasks, each with a
specific end state. We specifically defined these end goals to simplify
analysis of task success rates. Future work could extend this by
examining differences in interaction patterns between SUs and
BLVUs, as well as evaluating agent performance on open-source
applications and more open-ended tasks (e.g., travel planning, image

editing).

6.3 Towards Accessibility-Aware CUA

Our results reinforce long-standing knowledge in accessibility and
HCI: people approach the same goal with different strategies, so
one fixed interaction style will not serve everyone. Ability-based
design argues that systems should adapt to users’ abilities and
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strategies, rather than asking users to adapt to systems, motivat-
ing personalization in CUAs [63]. We think about CUAs along a
spectrum defined by how closely they simulate BLVUSs’ assistive
interactions. At the low-simulation end, we expect a CUA to behave
like an efficient autonomous operator that attempts to complete
tasks with minimal user oversight. This is useful for faster task
execution, but today’s CUAs are slower, inaccurate, and not reliable
enough yet for fully hands-off use. Thus, it may be worthwhile to
build a shared understanding of the task state to enable BLVUs
to take over and recover from mistakes effectively. In the middle
spectrum, we imagine a CUA that simulates the general population
of BLVU, replaying common navigation and error-recovery pat-
terns to stress-test whether interfaces remain usable under typical
BLVU workflows and to probe how different CUA policies might
alter those workflows. Finally, at the high-simulation end, a CUA
approximates the strategies of a specific BLVU, supporting person-
alized computer-use instruction or tutorials that build on that user’s
habits while suggesting more efficient alternatives. To put this into
practice, we discuss the potential of CUAs for user simulation and
as collaborative assistants.

6.3.1 Simulation and Personas. The dataset shows that one-style
agents cannot serve everyone and that interaction strategies mat-
ter. A11y-CUA’s interaction traces could be used to simulate how
different people operate computer tasks, or to build personas that
CUAs could follow or learn from. This aligns with prior efforts that
simulate users to study usability [44], and with “generative agents”
that reproduce human-like traces over time [45]. For a specific user,
we could summarize their interaction style (e.g., action mix, tempo,
navigation strategy, AT settings) from A11y-CUA logs and create a
profile. At run time, an agent could: (i) monitor in the background
and surface gentle prompts when it sees known roadblocks; (ii)
generate tutorials that mirror the user’s own shortcuts and screen-
reader flows and (iii) cold-start by using collaborative-filtering or
nearest-neighbor matching to pick a similar profile from our dataset.
Beyond one-to-one profiles, A11y-CUA could enable persona sets.
We could group traces by strategies (walking via Tab/Arrow, chunk-
jumping via hotkeys, ribbon/OS routes), AT configurations, and task
types, then test agents across these groups to estimate robustness.
This is consistent with our goal of clustering users for large-scale
usability tests and relates to broader simulations that vary user
traits to evaluate how systems respond.

Simulating user interactions could also be useful to identify both
usability and accessibility issues such as broken or inefficient fo-
cus order and keyboard traps and off-screen/low-contrast elements
that magnifier users miss and estimate their impact. It could also
provide time signals (extra steps, pauses, re-tries) that flag slow
execution speed and could provide few-shot examples for training
accessibility-aware CUAs. As a next step, we will quantify the frac-
tion of actions spent in error recovery for both SUs and BLVUs to
identify where interfaces and agents impose the greatest overhead.

Simulations, while beneficial (e.g., supporting accessibility eval-
uation, and low-cost prototyping), they also raise important ethical
concerns. Disability simulations have been critiqued for reinforcing
stereotypes [9], trivializing lived experiences [14], misrepresent-
ing disability [39], and excluding disabled people from the design
process [40]. We acknowledge these valid critiques and agree that
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simulating disabled experiences should be approached with cau-
tion [7], given the associated risks such as errors, misinformation,
and over-reliance. We would like to highlight that our work is not
to suggest to replace human participants in the design process, but
to understand their potential to support early-stage design when
direct involvement is not feasible.

6.3.2  Collaborative Assistants. All BLVUs confirmed that many of
A11y-CUA tasks were familiar and realistic which they often per-
formed (e.g., moving files, web search, editing documents). BLVUs
emphasized that CUA assistance should augment rather than re-
placing their workflows. They expressed a preference for CUAs
that: (1) offer gentle, just-in-time suggestions such as next steps,
shortcuts, or safer alternatives; (2) take over routine sub-steps when
invited and provide easy undo; and (3) narrate what they are doing
in clear and screen-reader-friendly language, similar to prior work
[29, 46].

6.3.3 Tutorials. Personalized CUAs could be used to generate cus-
tomized step-by-step tutorials and walk-along guidance. Prior work
shows people learn complex software faster with in-situ, scaffolded
instruction [26]. These systems combine short videos, overlays, and
step cues to reduce confusion during execution. With a few-shot
learning of the user interaction, CUA can perhaps be used to infer
the user’s knowledge and skills of interacting with computers. Af-
ter a successful run, the CUA could summarize what was learned
(shortcuts used, errors avoided) and propose spaced-practice tasks
according to the user’s needs.

6.3.4  Accessibility-Aware CUA Learning. Interaction traces in A11ly-
CUA’s can also guide CUA learning. Because each action is aligned
with screen context and task outcome, the logs support accessibility-
aware reward functions that penalize long error-recovery paths
or repeated backtracking and reward shorter, stable paths that
match BLVUS’ strategies. Common navigation patterns (e.g., step-
by-step “walking” vs. larger “chunk-jumps”) and recurring break-
down points highlight where CUAs should intervene by asking
for confirmation or offering safer fallback actions when operating
in BLVU workflows. We outline a minimal set of checks for CUA
accessibility that can serve as a reusable benchmark: (i) compare
agent success and path length against human traces under different
assistive-technology settings, (ii) measure how much of the agent’s
behavior is spent in error recovery (backtracking, retries, undo)
versus steady progress, and (iii) verify that the agent preserves key
assistive-technology state (e.g., screen reader mode, zoom). We rec-
ommend that future CUA accessibility evaluations report, for each
task and condition, the AT configuration, task success, mean num-
ber of actions, elapsed time, and counts of perception, cognitive,
and action errors.

6.4 Limitations of A11y-CUA Dataset

Our study was done on Windows OS and involved the closed-
source applications (e.g., MS Office) because they remain the most
widely used and screen reader—accessible platforms [61]. We did
not include other operating systems, such as macOS, where accessi-
bility features and user behaviors may differ. Future research could
broaden the dataset by incorporating multiple operating systems
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and applications to capture a broader range of accessibility con-
figurations and usage patterns. We also emphasize that our goal
was to evaluate how CUAs operate when using AT. The tasks se-
lected for this study were not excessively complex, but they were
intentionally crafted to reflect realistic, nontrivial workflows com-
monly encountered by AT users. Notably, even with these tasks,
human participants achieved success rates below 90%, suggesting
that CUAs, given their current capabilities, would likely face even
greater difficulty. As models continue to advance and gain the ca-
pacity to handle more sophisticated tasks, future work can extend
this evaluation to cover increasingly complex tasks.

7 Conclusion

We present A11y-CUA dataset to characterize the accessibility gap
in CUAs by grounding evaluation in real human traces across 60
everyday desktop and web tasks. We compare SU and BLVU work-
flows on the same tasks to reveal between-group differences and
rich within-group diversity. Interaction traces show distinct strate-
gies rather than a single style. SUs work mouse-first with routine
scrolling and occasional shortcuts. BLVUs are keyboard-centric,
with roughly 72% of keystrokes used for navigation, and their logs
show a consistent “verify-before-commit” pattern. While SUs shift
between toolbar, context-menu, and copy-paste paths, BLVUs al-
ternate between walking, chunk-jumping, and ribbon routes. We
also demonstrate that current agents underperform humans under
default conditions, and their performance worsens under assistive
technology constraints, such as using only a keyboard or a mag-
nified viewport for computer use. We identify recurrent gaps in
these CUAs: weak recovery when plans fail, end-state checks and
inefficient navigation that compounds in tasks involving multi-
ple applications. A11y-CUA dataset provides synchronized video,
audio, and OS input logs with success criteria to benchmark and
improve such agents, promoting collaborative and accessible CUAs
for everyone.
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A  Prompts
A.1 Prompt for Default-CUA

You are using the computer tool on a real Windows desktop. First, briefly outline a 1-3 step plan, then request
a ’screenshot’ as your first tool action. Proceed incrementally, requesting a new screenshot after each action.

A.2 Prompt for Screen-Reader-CUA

You are controlling a real Windows desktop via KEYBOARD- ONLY for a blind user. Restricted action space: keystrokes
only, no mouse usage Never use the mouse or scroll wheel: no move, click, drag, or scroll.

e After actions that open 0S UI, allow 0.3-0.5s for the UI to appear.

e ALWAYS request a fresh ‘screenshot‘ before and after each action.

e Begin with a concise 1-3 step plan; your first tool action MUST be ‘screenshot‘.

e If you ever propose a disallowed action, immediately switch to a keyboard-only path.

e Prefer focusing the browser address bar to navigate (no pointing)

A.3 Prompt for Magnifier-CUA

You are using the computer tool on a real Windows desktop in LOW-VISION MODE for assisting low-vision users. The
0S display scaling is set to 150%, so UI elements are larger and the viewport only shows a portion of the entire
0S display. Thus, the controls or content required to complete an action may be outside of the viewport. To show
more of the display, move the viewport by either,

e Moving the pointer to the edge of viewport in the desired movement direction, or

e Using keyboard navigation (e.g., Ctrl+L to focus on the address bar; Tab/Shift+Tab to move focus; Ctrl+F to

find on page.

One strategy to identify missing content or controls is to perform a grid sweep of the entire 0S display by moving
the viewport to the top left of the display then moving the viewport over the entire screen to attempt to find the
control.
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B A11y-CUA Dataset Tasks

Table 5: All tasks from our A11y-CUA dataset, which covers five categories of tasks including Browsing & Web (tasks 1-12),
System Operations (tasks 13-24), Document Editing (tasks 25-36), Workflow (tasks 37-48), and Media (tasks 49-60). Every task
comes with the Task Context and Instruction that situate the user and specify the required actions. Our tasks have wide range
of applications scope, some involve single application, while others require multiple. To determine successful completion, each
task is associated with one or more End States that define the expected outcome.

Task Task Context Task Instruction Applications End State

ID

1 I am searching for an article on Chrome Search for an article on "How to do literature ~ Chrome The page is showing the original
about "How to do Literature Review".I  review" on Chrome; Click on the first search Google search result.
choose the first article on the search result; Return to the search results page
results, but I realize that this article is not
helpful, so I return to the search results.

2 I use Facebook regularly so I want easy Bookmark the Facebook homepage on Chrome Chrome Facebook appears in the address bar
access. with its "home" screen displayed.

The site now appears in
"Bookmarks"

3 I'm interested in buying a new laptop Visit apple.com. Go to Macbook Air page on ~ Chrome The section showing information
and want to learn more about its feature Chrome and find information about the tools about "Apple Intelligence" is open
in detail. Apple Intelligence is built

4 I've been getting into cooking recently, Visit walmart.com on Chrome. Search for a Chrome The page is showing an additional
so I've decided to upgrade my frying frying pan, then click on the first product with item in the cart.
pan. a pan size of exactly 10 inches and add it to

cart.

5 I want to do some shopping on Target  Login to target.com on Chrome with username Chrome The Target website shows a screen
and [ want to tie my purchase with my  "studyparticipants5@gmail.com” and password where an account is logged into, and
account. "CUAstudy1!" and set the store in 95050 as default store set to the one in 95050.

default.

6 I am interested in buying cars and Iam  Search for Toyota Camry, Subaru Forester, and Chrome One tab remains, which is Subaru
exploring car models from different Honda Civic in separate tabs and open their Forester page.
brands, like Subaru, Toyota, and Honda. respective websites on Chrome. Then, close the
After looking for some options on tabs containing Toyota and Honda cars.

Chrome. Then, close the tabs containing
Toyota and Honda cars.

7 I am filling out an anonymous feedback Go to https://tinyurl.com/facility-survey and ~ Chrome The form reponse is submitted.
form through Google Form. fill up the Google Form and submit.

8 I'm currently watching a lecture on Visit youtube.com on Chrome and search for =~ Chrome. A new lecture video is playing.
YouTube on "Machine Learning and "Machine Learning and Generative AI"'; Watch
Generative AI". I want to watch a the first suggested video for a few seconds.
different video as this one doesn’t cover Skip to the next video
the concept I'm looking to learn.

9 I want to print the lyrics to "Baby Shark" Find the lyrics to "Baby Shark" song on Chrome The PDF file that consist of the lyric
song. Chrome. Once you find the lyrics, save the exists in the local machine.

webpage as a PDF so I can print it.

10 I want to get up-to-date about some Visit www.france24.com/fr. Translate the news Chrome The French news appears in
news from France but the reliable news page in French on this webpage to English English.
websites are mostly in French. I want to using Google Translate.
read the English Translation of this.

11 I am planning to fly to New York for the Visit expedia.com on Chrome. Click on the Chrome The cheapest flight is displayed on
Labor Day weekend to see my family. cheapest round-trip flight from Austin to New screen.

York for Sept 2-4.

12 I prefer a privacy-focused search engine Set DuckDuckGo as the default search engine Chrome The DuckDuckGo is become the
and want to use DuckDuckGo by default. on Chrome. default search engine.

13 I need an alarm to remind me to badge in Set an alarm for 8.30 AM that repeats every Clock The alarm clock is set to 8.30 AM;
to work. Monday. Monday (in Repeats) is checked.

14 I'm trying to organize my computer.I ~ Move image "MyTravelPhoto.jpg" from File Explorer Image "MyTravelPhoto.jpg" is in

want to move my images to Desktop.

Documents > Task 14 folder to Desktop

Desktop.
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Task Task Context Task Instruction Applications End State

ID

15 I want to connect my bluetooth mouse to Turn the bluetooth on. Settings The bluetooth is on.
my computer. Currently the bluetooth is
off.

16 The brightness on my computer is too  Reduce the brightness of my computer to 50%  Settings The brightness is set to 50%
high.

17 The wallpaper on my screen is set to the Change the wallpaper to any Solid Color in Settings The wallpaper on the computer is
default one and I want to change it to Settings. now set to a solid color.
something colorful.

18 I’'m browsing on Chrome but it is frozen. Open Chrome and close the application from  Task Manager, The Google chrome is closed (with

Task Manager. Chrome force exit).

19 I'm flying to Austin next week. I want to Using the Weather app, check the weather in ~ Weather The application is open with Austin
check how the weather is and pack Austin for the following week in Celcius scale. temperature on screen and then
accordingly. unit is set to Celcius.

20 I want to stay organized will all my I want to delete a folder "Old Assignment" in  File Explorer A new folder named "Assignments"
assignment documents and resources. Documents > Task 20 folder. Then, create a is created

folder in Documents > Task 20 folder called
"Assignments”

21 I accidentally deleted a file with the Recover the file Task ID 21.jpg from Recycle ~ Recycle Bin ~ The photo is back to the original

name Task ID 21.jpg. Bin and verify whether it is restored to its folder.
previous location in Documents > Task 21
folder.

22 I want to do a calculation using the Compute the product of 20 and 483 on Calculator The calculator app is showing the

calculator application. Calculator. result of the multiplication of 20
times 483.

23 I joined a new company and my team  Install Slack application on my laptop. The Chrome, The slack is installed.
communicates on Slack. installer is in Documents > Task 23 folder. Slack

24 I want to share a large folder as an email Compress the folder "Final Report" in File Explorer The compressed version (in ZIP) of
attachment. Documents > Task 24 folder to ZIP format. the "Final Report" folder is created.

25 I'm reading an interesting article on Create a new document, add the text "Solar Word A blank file in Word is created with
solar system in Word. I want to take System" in any shade of green, Then, make it a a text "Solar System", written in any
some notes in a separate document. heading and align it to the center of the shade of green, heading, and center

document. aligned.

26 I am tracking all the books I've read in ~ Make an entry for the book I just completed ~ Excel, File A new row entry has been added to
an excel sheet. I have columns for "Book reading Task ID 26.xlsx in Documents > Task  Explorer the spreadsheet.

Title", "# Days to Finish", and "Rating 26 folder. The Book Title is "Atomic Habit" and
(1-10)". it took me 10 days to finish reading the book. I
really loved the book, I would rate it 9 out of 10.

27 I have to make a presentation slide to Create a new PowerPoint presentation. In the PowerPoint,  The slide deck has a title slide with

introduce myself to my classmates. first slide, add the title "3 Fun Facts About Me". File Explorer the text "About Me" and another
Create a second slide, and add details of my slide with title, "3 Fun Facts" and 3
age, favorite color, and favorite animal. I'm 20, I bullet points about favorite color,
like red, and sea otters are my favorite animals. age, and animal.

28 I want to change my presentation’s Open Powerpoint Slide Task ID 28.pptx in PowerPoint,  The theme of slide is now changed
theme to a colorful one. Documents > Task ID 28 folder, and change  File Explorer to "Gallery".

the presentation theme to "Gallery".

29 I am tracking all the books I've read in ~ Open Task ID 29.xlsx in Documents > Task 29 Excel, File A new column is added to the right
an excel sheet. I want to add a new folder. Add a new column next to "Book Title" Explorer of "Book Title" named "Author"
column, called "Author" to the right of  column and name it "Author."

"Book Title".

30 I am tracking all the books I've read in ~ Open Task ID 30.xlsx in Documents > Task 30 Excel, File A "Bar Chart" is added with the
an excel sheet. I want to make a bar folder, create a bar chart where the x-axis is Explorer x-axis titled "Book Title", y-axis
chart for how many days I took to read "Book Title" and the y-axis is the "Days to titled "Days to Finish", chart titled
all the books. Finish". The title of the chart is "Summer "Days to finish"

Reading"

31 I am tracking all the books I've read in an Open Task ID 31.xlsx in Documents > Task 31 Excel, File The average of the ratings for

excel sheet. I want to know how many  folder, calculate the average of "# Days to Explorer "Rating (1-10)" is reported at the

days I took to read a book on average.

finish" using mathematical functions available

in Excel.

bottom of the column, using the
"Average" function
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Task Task Context Task Instruction Applications End State

ID

32 I'm reading a word document. I want to  Open Task ID 32.docx in Documents > Task 32 Word, File A strike-through is applied to the
suggest changes to the article’s title by  folder, make a strikethrough to the title of the ~Explorer title of document. The title is also
striking out and highlight the title from article and highlight the title. highlighted.
the document so that the author is aware
that he/she should change the title.

33 I'm working on an introduction Open Task ID 33.pptx in Documents > Task 33 PowerPoint,  The slide is in potrait orientation
PowerPoint for my new job. I placeda  folder. Orient the slide to vertical so that my  File Explorer
photo of myself on the side of the slides photo can fit well.
but because the photo is vertically
oriented, doesn’t fit the landscape
orientation of the slide. I want to make
the slide vertically oriented so that the
photo can fit well.

34 I am editing my essay report on Word. ~ Open Task ID 34.docx in Documents > Task 34 Word, File The sentence "The solar system has
There is a sentence that I want to revise folder. Go to "Knowledge of the Solar System" Explorer been a topic of study from the
in one of the sections. section. Add a comment to modify the sentence beginning of history" is changed to

"The solar system has been a topic of study "The solar system is one of the most
from the beginning of history." to "The solar unique entities in history."

system is one of the most unique entities in

history"

35 I am writing an article on Word and I Open Task ID 35.docx in Document > Task 35 Word, File The first letter of each word in the
want to modify the title format based on folder, capitalize the first letter of every word  Explorer title is in uppercase. Title page is
the guidelines. Also, I want to add the  in the title and add the page number also added.
page number in the document.

36 I have to submit my work for an Export the .docx documents in Documents >  Word, File The desired documents in PDF.
upcoming conference in PDF format, but Task 36 folder to PDF Explorer
all the documents are in .docx format
currently.

37 I'm giving a presentation tomorrow and Copy presentation notes from word document PowerPoint,  The notes from the "Task ID
I want to move my talking points from a located in Task ID 37.docx to my presentation Word, File 37.docx" document on the desktop
word document to the Notes section of  slide Task ID 37.pptx, both in Documents > Explorer is pasted into the "Notes" section on
my presentation. Task 37 folder. the powerpoint presentation

38 I want to format my document to match Install the font Organo font.zip, and change the Word, Font A .docx saved showing text
the new font I have installed. font of the text in Task ID 38.docx to the new  Manager, File rendered in the new font (font name

font, both in Documents > Task 38 folder. Explorer visible in the ribbon)

39 Ineed to convert and export the excel ~ Export the Task ID 39.xIsx in Documents > Excel, File A new .csv file from the excel sheet
spreadsheet [ have to CSV format. I have Task 39 folder to .csv and move it to Desktop.  Explorer is created and located in desktop
to have them in Desktop.

40 I'm making a list of popular books from Visit wikipedia.com and search for the most =~ Chrome, "She: A History of Adventure" and
different online sources into an Excel popular book. Paste in the first two books Excel, File "The Divinci Code" is added into the
sheet under the "Between 50 million and 100 million Explorer excel sheet.

copies” into the Excel Task ID 40.xlsx in
Documents > Task 40 folder.

41 I want to make a recorded demonstration Turn on screen recording using the Snipping  Snipping Tool, The calculation recording is added
of a simple calculation using BODMAS  Tool. Open calculator app and perform the Calculator, to the presentation slide.
rule for my school presentation. calculation 26-12/2. Now clear the calculator ~ PowerPoint,

results and calculate (26-12)/2. Stop the File Explorer
recording on Snipping Tool Insert this video in
Task ID 41.pptx in Documents > Task 41 folder.

42 I want to add a picture of myself to the  Add the photo Task ID 42.jpg to Task ID PowerPoint,  The presentation has an image
presentation. 42.pptx, both in Document > Task 42 folder. ~ File Explorer (Task ID 42.jpg).

43 I want my data visualized in a Insert the bar chart visualization from Task ID Excel, The visualization from the excel
presentation. 43.xlsx into PowerPoint Task ID 43.pptx, both PowerPoint,  sheet is copied to Powerpoint slide

in Documents > Task 43 Folder. File Explorer  deck.

44 I am enjoying reading an article in a Open Task ID 44.docx in Documents > Task 44 Word, Google Chrome is open with the
word document. I want to know more folder, locate its author in this article. Search ~ Chrome, File author’s website.
about the author. them on Chrome. Go to their personal website. Explorer
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Task Task Context Task Instruction Applications End State

ID

45 I want to know the distance and time Visit maps.google.com. Check for how long it Chrome, A notepad file created with the
needed to cover different sections of the takes to start from The Domain area then reach Notepad details of different routes.
route from The Domain to Austin Austin Airport using public transport. Also get
Airport if I were to take public transport the buses/trains to be taken and time each of
all the way. them takes then type them into Notepad.

46 I need to copy all the editable text from Take a screenshot of the desktop window using Snipping Tool, The notepad has the text copied
the desktop screenshot Snipping Tool and extract all of the text in the Notepad from Desktop.

image. Paste all the editable text copied to a
notepad.

47 I want quick access to media folders Create new shortcuts to Pictures, Music, and  File Explorer, Shortcuts created on desktop; the
from Desktop and add each of their Videos from Desktop and add each of their Excel excel sheet has information on the
paths in Excel paths in Task ID 47.xlsx in Documents > Task folder paths.

47.

48 I’'m working on creating a personal Copy all the steps from Task ID 48.docx in Chrome, The list of steps are in Sticky Notes
website. I want to make a list of all the ~ Documents > Task 48 folder to a new sticky ~ Sticky Notes, and the sticky notes color is green.
steps for it on my sticky notes so it is note and change its color to green. File Explorer
easier to access.

49 I'm skimming through a video to get an Open video Task ID 49.mp4 in Documents >  Media Player, The video is stop at the end of the
idea about the different concepts it Task 49 folder on Media Player. Watch it by File Explorer end of the video.
covers. skimming through the video and keep fast

forwarding the video by 30 seconds until the
end of the video.

50 I'm watching a video on Media Player,  Open video Task ID 50.mp4 in Documents >  Media Player, The video is playing at the speed
but I'm on a time crunch so I want to Task 50 folder on Media Player. Play the video File Explorer = 1.5x
speed through it. in 1.5x speed.

51 I want to make a new playlist to Create the playlist "Fun with Kids" on Media ~ Music, File A new playlist is created. Baby
organize my music better. I want to add Player and add Task ID 51.mp3 in Documents Explorer Shark song is added to the newly
"Baby Shark" song in my playlist. > Task 51 folder to the playlist. created playlist.

52 The default brightness setting of The Open Task ID 52.jpg in Documents > Task 52  Photos, File ~ The brightness on the photo of The
Eiffel Tower photo is too high folder on Photos app. Turn down the Explorer Eiffel Tower reads -0.1

brightness to -1.

53 I want to share a snapshot of the food =~ Open the video Task ID 53.mp4 in Documents Media Player, The snapshot of the food is created.
from the video I took yesterday in a > Task 53 folder on Media Player, and take a  File Explorer
restaurant I visited screenshot of the frame from the video with

food in it.

54 I want a mirror version of a picture for ~ Transform the image Task ID 54.jpg in Photos, File ~ The image is flipped horizontally.
layout balance. Documents > Task 54 folder on Photos app to Explorer

make it horizontally flipped.

55 I'm editing an image to make it the cover Open Task ID 55.jpg in Documents > Task 55 Photos, File ~ The image has additional text
photo of a travel album I'm working on. folder on Photos app. Edit image to add the Explorer caption "Midnight in Paris".

text caption "Midnight in Paris".

56 I want to watch the visuals of a video Open the video Task ID 56.mp4 in Documents Media Player, The video audio is on mute
without any sound. > Task 56 folder on Media Player app. Mute  File Explorer

the audio in the video.

57 I'm watching a YouTube video, but this  Find "Click This Video To Feed 1 Person" by Mr Chrome The video is playing in Spanish.
video is in English and I want to improve Beast on YouTube. Change the audio track to
my Spanish ability. Spanish instead.

58 I am watching a YouTube video but my  Find "Click This Video To Feed 1 Person" by Mr Chrome The video is playing in 720p.
network is slow and has an unstable Beast on YouTube. Change the video quality to
stream 720p.

59 I want a video I am watching on Find "Click This Video To Feed 1 Person" by Mr Chrome The video is playing

YouTube to float in a small window
while I look for other videos.

Beast on YouTube. Enable picture-in-picture
playback on Youtube.

picture-in-picture.

Photos, File
Explorer

60 I have a picture but is too large to share
as an email attachment. I need a smaller
JPEG.

Open Task ID 60.jpg in Documents > Task 60
folder on Photos app. Reduce the image size to
40%

The picture’s quality size is reduced
to 40%
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B.1 Task Outcomes and Timing Across Users and CUA Conditions

Task outcomes by SUs (x unsuccessful)

Task outcomes by BLVUs (x unsuccessful)

BLVU8 X X X X X X X x x
BLVU7 X X X X X X X X X
BLVUG X X X X X X X X X X X X X X X X X
BLVUS X X X X X x
BLVU4 X X X X X X X
BLVU3 X X X X X X x
BLVU2 x x X X x X X x x x x
BLVU1 X X X X X X X X

123 4 5 6 7 8 9101 12131 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 36 39 40 41 42 43 44 45 45 47 48 49 50 51 52 53 54 55 56 5 55 59 60

Web & Browsing System Operations Document Editing Workflow Media
Tasks

Figure 7: Task outcomes by participant and task. Each row is a participant (N=8 per group); columns show 60 tasks grouped into
five categories: web & browsing, system operations, document editing, workflow, and media. Gray circles indicate successful
completions; red x mark unsuccessful attempts. Sighted users (top) show near-ceiling success with only a few isolated failures,
whereas BLVUs (bottom) exhibit clustered failures, especially in Workflow and Media tasks, indicating greater difficulty with
multi-step coordination and media manipulation.
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Figure 8: Per-task success and completion time for 60 tasks under three CUA conditions (Default-CUA, SR-CUA, Magnifier-CUA).
Default-CUA succeeds on the largest number of tasks and is generally fastest, SR-CUA completes fewer tasks and takes longer,
and magnifier-CUA has the fewest successful tasks with the longest completion times, especially for workflow and media tasks.
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Task Completion Time — SUs vs BLVUs
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Figure 9: Mean task completion time for BLVUs and SUs across 60 tasks. Each point is the mean time for a task and vertical
bars shows standard deviation. BLVUs generally take longer and show higher variability than SUs.

Total Actions (Keyboard + Mouse) per Task for SUs and BLVUs
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Figure 10: Mean and standard deviation of total input actions (mouse and keyboard) per task for BLVUs and SUs. Each point
shows the average number of actions for a given task, with vertical bars indicating standard deviation across users. Overall,

BLVUs use more actions and show greater variability than SUs.
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B.2 Per-Task Metrics by User Groups and CUA Conditions

SU1 SU2 SuU3 SU4 SuU5 SuU6 Su7 SuUs Total
u o c g o pu o pu o I o g o g o pu o

Task Success Rate (%) 100% 96.6% 100% 100% 96.6% 100% 100% 100% 99.1%
Task Duration (s) 58.7 40.0 66.9 51.7 103.0 81.8 92.3 56.9 151.1 130.5 95.0 62.8 101.5 76.9 70.1 47.0 92.3 78.0
# Events 77.5 56.0 65.0 57.1 89.1 93.5 84.3 72.6 103.5 102.6 121.1 199.9 105.5 96.2 93.9 80.2 92.5 104.6
# Mouse Actions 46.7 39.0 32.1 303 51.4 548 47.2 434 55.0 53.7 843 1373 51.8 494 46.7 50.6 51.9 66.3

# Mouse up 18.1 14.8 145 119 18.6 183 159 122 20.8 189 19.1 184 20.6 169 16.5 124 18.0 15.8

# Mouse click 19.9 17,5 146 12.0 20.1 183 164 122 225 190 194 184 22.1 169 17.6 124 190 17.41

# Scroll 6.9 133 23 93 10.6 36.0 14.0 31.7 10.1 23.8 449 131.7 7.7 21.6 11.7 37.1 13.5 538

# Drag-and-drop 18 39 07 18 20 38 09 14 16 21 09 25 14 21 09 15 12 25
# Keyboard Actions ~ 17.8 25.6 18.9 23.6 19.1 279 19.8 30.2 223 35.5 14.8 256 30.7 455 253 404 21.0 327
# Character Keys  13.0 21.0 143 19.3 14.1 21.3 149 234 115 163 10.6 199 203 314 187 314 14.6 23.6

# Arrow keys 41 72 41 79 45 98 41 85 101 249 39 75 82 158 56 103 55 129
# Hotkeys 08 21 06 15 05 10 07 20 07 17 03 08 23 48 09 16 08 23
# Ctrl-based 07 21 06 15 05 10 07 20 05 14 02 08 21 48 09 16 07 22
# Alt-based 00 02 00 00 00 00 00 01 01 04 00 00 06 43 00 01 00 15

# Win-based 00 00 00 00 00 00 00 00 00 01 00 01 01 03 00 01 0.0 0.1
# Shift-based 00 00 00 00 00 00 00 00 00 01 00 01 01 04 00 02 00 0.1

Table 6: Per-task metrics for Sighted Users (SUs). Values shown per user (SU1...SU8) and Total are mean (¢) and standard
deviation (o).

BLVU1 BLVU2 BLVU3 BLVU4 BLVU5 BLVU6 BLVU7 BLVUS Total
7 o 7 o 7 o 7 o 7 o o o 7 o 7 o 7 o

Task Success Rate (%) 88.3% 81.6% 88.3% 88.3% 90% 71.6% 86.6% 85% 84.6%

Task Duration (s) 197.3 139.8 1929 132.6 208.2 164.2 133.0 114.4 177.9 138.7 265.9 160.2 237.0 172.5 277.2 164.7 211.1 154.9
# Events 198.7 228.2 221.5 250.9 179.9 163.1 157.2 194.2 197.6 166.9 298.8 213.1 251.0 201.5 319.8 300.7 237.3 224.0
# Mouse Actions 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 00 00 0.0 0.0 0.0

# Keyboard Actions  200.3 158.7 164.8 207.4 125.7 88.0 123.4 130.3 151.3 130.5 224.3 156.9 201.0 162.6 244.9 203.2 179.4 163.4
# Character Keys  42.1 51.6 39.5 379 372 27.7 225 278 349 375 561 609 29.9 30.1 273 39.7 36.1 415

# Arrow keys 1345 115.0 1119 1993 78.1 68.8 933 111.2 105.1 100.6 149.9 124.4 157.0 148.1 207.3 192.0 129.6 143.3
# Hotkeys 23.6 389 135 284 104 218 7.6 107 113 141 184 31.0 14.0 23.6 103 208 13.6 254
# Ctrl-based 208 36.6 100 263 55 83 48 64 92 131 169 301 109 214 25 44 100 221
# Alt-based 20 44 19 43 51 186 27 68 14 30 03 07 29 59 69 205 29 106

# Win-based 1.3 34 1.7 82 05 1.7 02 07 09 09 14 98 03 08 1.1 13 09 47
# Shift-based 26 84 05 1.4 05 1.7 02 06 07 24 32 128 10 26 31 131 14 73

Table 7: Per-task metrics for Blind and Low-Vision Users (BLVUs). Values shown per user (BLVU1...BLVUS8) and Total are mean
(p) and standard deviation (o).
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