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ABSTRACT
Exploring unfamiliar devices and interfaces through trial and error
can be challenging and frustrating. Existing video tutorials require
frequent context switching between the device showing the tu-
torial and the device being used. While augmented reality (AR)
has been adopted to create user manuals, many are inflexible for
diverse tasks, and usually require programming and AR develop-
ment experience. We present TutorialLens, a system for authoring
interactive AR tutorials through narration and demonstration. To
use TutorialLens, authors demonstrate tasks step-by-step while
verbally explaining what they are doing. TutorialLens automati-
cally detects and records 3D finger positions and guides authors to
capture important changes of the device. Using the created tutorials,
TutorialLens then provides AR visual guidance and feedback for
novice device users to complete the demonstrated tasks. Tutori-
alLens is automated, friendly to users without AR development
experience, and applicable to a variety of devices and tasks.

CCS CONCEPTS
•Human-centered computing→ Interactive systems and tools.

KEYWORDS
Augmented reality, tutorials, dynamic interfaces, authoring tools,
narration, demonstration, computer vision.

ACM Reference Format:
Junhan Kong, Dena Sabha, Jeffrey P. Bigham, Amy Pavel, and Anhong
Guo. 2021. TutorialLens: Authoring Interactive Augmented Reality Tutori-
als Through Narration and Demonstration. In Symposium on Spatial User
Interaction (SUI ’21), November 9–10, 2021, Virtual Event, USA. ACM, New
York, NY, USA, 11 pages. https://doi.org/10.1145/3485279.3485289

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
SUI ’21, November 9–10, 2021, Virtual Event, USA
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-9091-0/21/11. . . $15.00
https://doi.org/10.1145/3485279.3485289

1 INTRODUCTION
Using unfamiliar devices and interfaces has been a pervasive chal-
lenge – purchasing tickets at a subway station in an unfamiliar
city; trying to print a document at a new workplace; parking or
sending packages with self-service kiosks. In these situations, es-
pecially with complicated tasks that might involve many possible
user interactions, trial and error can be challenging, frustrating and
time-consuming.

To help users interact with these interfaces, various tutorial
systems have been created, but most are not sufficient to meet
diverse user needs and scenarios. Traditional user manuals are
usually too information-heavy and require high cognitive load;
On-device instructions usually lack context on which part of the
devices to look at and interact with, such as where to place physical
objects (like inserting paper checks to ATM machines). AR and
video tutorials have also been created to provide more context
to users, yet video tutorials require frequent context switching
between the device playing the video and the device a user is trying
to interact with, and give little feedback on whether users correctly
followed the instructions. Moreover, existing AR tutorials are often
designed for a single interface (sometimes by the manufacturers)
thus hard to generalize to a variety of tasks. Additionally, authoring
AR tutorials often requires expertise such as programming and 3D
modeling. Thus, creating interactive, contextual, and easy-to-use
AR tutorials for a variety of tasks remains a challenge.

To identify the key challenges and needs in authoring user tutori-
als, we first conducted a two-part formative study. For the first part,
we selected 12 tutorial videos on a variety of devices, iteratively
created a code book focusing on the hierarchy of and relationship
between user actions and device feedback, and coded the videos
using the code book. However, since many of these videos were
created by expert content creators and involved heavy post-hoc
editing, they were not representative of a regular user’s workflow
when creating tutorials to share with their friends and family. To
better investigate the process and challenges when creating a video
tutorial in-situ, we then conducted a user study with 10 partici-
pants. From the video coding and user study findings, we extracted
key insights, including allowing hands-free interactions, providing
sufficient context to novice device users, being clear and concise
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